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In the context of the development of text generation technologies, the opposition
“naturalness — unnaturalness of text” has been transformed into a new dichotomy:
“naturalness — artificiality”. The aim of this article is to investigate the phenomenon
of naturalness in this context from two perspectives: analyzing the linguistic
characteristics of a natural text against a generated (artificial) text and systematizing
introspective perceptions of Russian native speaker informants as to what a “natural”
text should be like and how it should differ from a generated text. The material for
the study was a parallel corpus of film reviews in Russian, consisting of two
subcorpora: reviews written by people and those generated by a large language
model based on prompts, which are the beginnings of reviews, from the first
subcorpus. The following methods were applied for the comparative analysis of the
two subcorpora: computer-assisted text processing for calculating the values of 130
metrics of text linguistic complexity, psycholinguistic experiment, expert text
analysis, contrastive analysis. As a result, it was determined that from the point of
view of their own linguistic characteristics, “natural” texts differ from generated texts
mainly by greater flexibility of syntactic structure, allowing both omission or
reduction of structures and redundancy, as well as by slightly greater lexical
variability. Naturalness as a psycholinguistic category is related to the informants’
autostereotypical ideas about the cognitive characteristics of people as a species. The
analysis of texts erroneously attributed by informants (generated, labelled as natural
and vice versa) showed that a number of characteristics of this autostereotype are
overestimated by informants, while others, in general, correlate with the linguistic
specificity of texts from the subcorpus of written reviews. In conclusion, we
formulate definitions of naturalness as a textual and psycholinguistic category.
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Nudopmanusi 00 HMCTOYHMKAX (PUHAHCHMPOBAHUS WJM TPAaHTax: CTaThs
NOATOTOBIEHA MO Marepuanam mnpoekra «Tekcr kak Big Data: meronsl u mozpenu
paboThl ¢ OONBIIMMH TEKCTOBBIMHU JIaHHBIMIY, BBITOJIHAEMOT0 B pamkax [Tporpammsl
¢dbyHnamenTanbHbIX uccnenosanuii HUY BIID B 2024 roxy.

AHHOTanUA. B KOHTEKCTE pa3BUTHUS TEXHOJIOTUNA TEKCTOBOM T'€HEPAIMU ONITO3HIUS
«ECTECTBEHHOCTh — HEECTECTBEHHOCTh TEKCTa» TpaHCHOPMHUPYETCS B HOBYIO
JIUXOTOMHUIO: «ECTECTBEHHOCTh — HCKYCCTBEHHOCTh». llenp mgaHHOW cTarbn —
uccienoBaTh (PEHOMEH €CTECTBEHHOCTH B JIAHHOM KOHTEKCTE C JBYX TOYEK 3PCHHS:
aHaJgu3a JIMHTBUCTHYECKUX XapaKTEPUCTHUK ECTECTBEHHOro TeKcTa Ha (QoHe
CT€HEepPHPOBAHHOTO  (MCKYCCTBEHHOTO) W  HMHTPOCIEKTHBHBIX  IPEACTABICHUIA
WH()OPMAHTOB-HOCUTEIIEH PYCCKOTO SI3bIKa OTHOCUTEIHBHO TOTO, KAKUM JIOJKEH OBIThH
«ECTECTBEHHBII» TEKCT, U YE€M OH JOJDKEH OTIMYaTbCi OT CIrEHEPUPOBAHHOIO.
MarepuasioM yisi UCCAEAOBAHUS MOCTYKWI MapaIebHbIA KOPIYC KUHOPEUEH3UN
Ha PYCCKOM $I3bIKE, COCTOSIIMM W3 JBYX IOJAKOPILYCOB: PELIEH3MI, HAIMCaHHBIX
JIOABMU, U CTEHEPUPOBAHHBIX OOJIBIIION SI3BIKOBOM MOJIENIBI0 HA OCHOBE MPOMIITOB,
MPEICTaBISIONIMX CcOOOM Hadana OT3BIBOB M3 MepBOro moakopmyca. s
COINOCTABUTEIBLHOIO aHaJIu3a ABYX MOJKOPITYCOB MPUMEHSUIUCH CIEAYIOIINE METOIBI:
METOJ KOMIIBIOTEPHON 00paOOTKM TEKCTOB A mmojcdera 3HadeHuid 130 merpuk
JIMHTBUCTHYECKON CIIO)KHOCTH TEKCTA; METOJT MCUXOJIMHTBUCTUYECKOTO
DKCHEPUMEHTA; METOJI OHKCIEPTHOIO aHaJIM3a TEKCTa; METOJ CpPaBHUTEIBHO-
COTIOCTaBUTEIBLHOTO aHaM3a. B pe3ynbrare ObIIO0 OmpenesneHo, 4To ¢ TOYKH 3PECHHS
COOCTBEHHBIX  JUHTBHUCTHYECKHX  XAPAaKTEPUCTHK  «ECTECTBEHHBIE»  TEKCTHI
OTJIMYAIOTCS OT CrEeHEPHPOBAHHBIX MPEHMYIIECTBEHHO OOJBINEH THOKOCTHIO
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CHHTAaKCHUYECKOM CTPYKTYpbl, JOIYCKAIOIIEH KaK IMPOIYCK WM COKpalleHue
CTPYKTYp, TaK U U30BITOUHOCTb, a TAKXKe — OOJbIIEH JTEKCUUECKOW BapUaTUBHOCTHIO.
EcrecTBEHHOCTh K€ KAk  Kareropusi ICUXOJMHIBHCTHMYECKAass CBA3aHA C
ABTOCTEPEOTUIHBIMUA  MPEJACTaBICHUSIMU  HUHPOPMAHTOB O  TOM, KaKUMH
KOTHUTUBHBIMH XapaKTCPUCTHUKAMU O0TaaloT JIIOAM KaK BHJA. AHAIU3 OMIMOOYHO
aTpuOyTUPOBAaHHBIX UHPOPMAHTAMU TEKCTOB (CT€HEPUPOBAHHBIX, PA3MEUEHHBIX KaK
€CTECTBEHHBbIE, M HAO0OpPOT) TMOKa3aja, YTO PsJ XapaKTEPUCTHUK JAHHOTO
aBTOCTEpPEOTHIIa MEPEOlCHUBAIOTCS HWH(OpPMaHTaMH, JApyrue xKe, B IEJIOM,
KOPPEIUPYIOT C JIMHTBUCTUYECKOW CHEIM(PHUKOH TEKCTOB W3  IOJIKOpITyca
HAlMCaHHBIX  peueH3uil. B 3akimioueHne  cOpMYIUPOBAHBI  OMpPEEICHUS
€CTECTBEHHOCTHU KaK TEKCTOBOM M NICUXOJMHIBUCTUYECKON KATETOPHH.

KiarwueBble cioBa: Kontponupyemas reHepanus; EctectBeHHocTh; TekcToBas
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1. Introduction

Over the past decades, the theory of text
elaborated a very solid repertoire of categories
in terms of which any text could be described.
Using the material of different languages, the
researchers detail the concepts of text
coherence (Wilson, 1998) and text cohesion
(Dashela and Mustika, 2021; Rachmawati,
Sukyadi and Samsudin, 2021), its temporality
(Schramm, 1998) and informativeness.

Rapid development of Al technologies
has stimulated the emergence of a new reality
— artificially generated texts. The principal
textual categories became not only objects for
description, but also tools for generation
quality assessment. Different research teams
promote their own metrics to evaluate the
quality of generated texts: for instance,
BERTscore (Zhang et al., 2020) computes the
similarity of two sentences as a sum of cosine
similarities between their tokens’ embeddings;
Self-BLEU metric shows how diverse the
output of the generated model is: ‘a higher
Self-BLEU score implies less diversity of the
document, and more serious mode collapse of
the GAN model’ (Zhu et al., 2018: 4);
METEOR metric (Lavie, Agarwal, 2007) and
ROUGE (Lin, 2004) rely on the word overlap
mechanism and compare the generated

sentence to one or more human-generated
reference sentences; recently elaborated
metric to evaluate the structuredness of the
GAPELMAPER text (Mikhaylovskiy, 2023).

However, with the growth of the
performance of neural models and their
widespread usage, another requirement
appears: to make generated texts as natural as
possible so their readers don’t feel “people do
not usually say it this way” or “there is
something strange in this sentence”. The final
goal of generative models is to be able to
generate texts that, when read, are perceived
as being written by a human without any
doubt that they were written by a human.

In such perspective, we see two
amazing questions arise:

1. What is naturalness as a text
category? Can we give a definition to it? If
yes, it may help us, first, to “fine tune”
models in a proper way to make them
generate better — it means “like humans do”,
in a maximally anthropomorphic way;

2. What is language naturalness as an
intersubjective concept that we, humans, have
in our subconscious to identify ourselves as
species? How do we imagine humans usually
speak and what properties distinguish them,
as we think, from machines, even well
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trained, when they speak? This second
heuristics seems to have something of magic
because it refers to a very subtle substance of
human attitudes, expectations and
anticipations, but at the same time, this
formula of naturalness, if found, will boost
generation power and quality.

The present paper searches for finding
answers to the research questions articulated
above.

Our article is organized as follows: in
Section 1, we explore the theoretical
grounding for the category of naturalness;
Section 2 is devoted to the overview of our
methodology and data — we detail our
experiments with film review controlled
generation which gave us two parallel corpora
of texts: actual reviews written by people and
synthetical reviews generated by the Large
Language Model (LLM) in response to
prompts taken from actual reviews; in Section
3, we analyze both corpora comparing a) their
self-BLEU score; b) their metrics of text
complexity; c¢) results of our Human
evaluation experiment focusing on the
informants’ subjective opinions about the
naturalness of reviews — human-written and
generated by Al; Section 4 summarizes our
definitions of the naturalness as a linguistic
and psycholinguistic category; in the
Conclusion section, we finalize all our
intuitions and evidence obtained in
experimental work.

2. The concept of naturalness in the
Humanities

Naturalness is a complex phenomenon
which provokes discussions of scholars in
different spheres. If we want to follow the
academic tradition, we should start from the
philosophical point of view.

Philosophers  consider two main
approaches to investigate naturalness: to see it
in a moral light (in situations where
naturalness is morally relevant or in some
other sense provides an important criterion for
decision making) or as a gradient category (in
cases where something could be evaluated as
more natural than something else) (Siipi,
2008). No doubt, it is the last approach that is

of interest for us. Within it, researchers
distinguish three types of natural forms:
historically-based, property-based and
relation-based. If the first type could be
omitted, the last two seem very productive for
our further discussion. Property-based forms
appear when entities are found natural or
unnatural because of their current properties
or features. As we shall see, when linguists
and translation professionals consider the
concept of naturalness, it is precisely these
forms that they mean. Relation-based forms
emerge when people tend to consider those
entities to which they are accustomed and
which occur relatively frequently to be
natural. We will adopt this point of view when
analyzing naturalness as an attitude of
informants when they assess the naturalness
of generated texts while evaluating the quality
of generation.

Naturalness as a  property-based
category first attracted the attention of experts
in translation studies. This is not surprising in
the sense that the main task of the translator is
to make sure that the recipient of the text does
not have a feeling that the text is foreign, that
it 1s alien to the mode of textual production
that is appropriate in his or her native
community.

However, the question is not easy to
answer — researchers’ views differ. M. Rogers
bases his argumentation on the feeling of a
lack of ‘“naturalness”, which he defines as
“something in the source text that is not yet
adequately transparent in the target text: a
particular word, a cohesive device (or lack
thereof), a collocation, a distribution of
information” (Rogers, 1998: 10). P. Newmark
links naturalness with the concept of settings
of the text — situations, contexts where the
text 1is typically published or found
(Newmark, 1987); L. Venuti — to the concept
of “fluency” and “invisibility”, which
suggests that naturalness i1s characterized by
being modern, widely used, standard, and
consistent in its variety (Venuti, 1995). More
pragmatically, naturalness is seen as the result
of communicative or free translation
strategies used by the translator (Serce, 2014)
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or as a phenomenon being permanently in
tension with the translation accuracy category
(Obeidat et al., 2020).

In linguistics, perhaps, the first to speak
of naturalness as a characteristic of language
was Ch. Bally. Calling linguists to study not
the sterile correct language of classical texts,
but real speech, he defined this very real
speech as an expression of our natural desire
to live, of our vital energy. He wrote: “Since
life is not driven by pure ideas, the language
that expresses them cannot be a logical
creation. In contrast to organized language,
which is intellectual and logical, an affective
language emerges, which is like the vital
principle of language. It’s constantly at work,
because in contact with life, even the most
apparently objective ideas are impregnated
with affectivity and become value judgments”
(Bally, 1913: 25).

In other words, for Bally, naturalness
means the illogicality, the emotionality that
the encounter with real life brings to the strict
canvas of language.

Many years later, J. Sinclar, seeking to
refine naturalness in the way it could be
measured, proposed three scales: neutrality —
isolation — idiomaticity. A natural sentence
occupies a middle range of each of these: not
very neutral, but not overly affective; not
completely isolated, but not very text-
dependent; not sufficiently obvious to sustain
any variation, but not exposed to unmotivated
variation (Sinclair, 1983).

Accepting the idea that naturalness is a
relative category, OreSnik (2002: 143-145)
offers his own list of language naturalness
basic characteristics that are available for
scaling: the principle of least effort
(processing ease), prototypicality, cognitive
simplicity, and relative frequency of “natural”
items and constructions.

In computer science, when willing to
evaluate the naturalness of texts generated by
the model, researchers invite assessors to
participate in the so called Human Test. The
participants are asked to answer a question:
“Is this sentence (or utterance, or text)
natural?” (Novikova et al., 2016) based on

their intuition. Not rare are the experiments
based on the Likert scale rating: the
informants are provided with a sentence under
evaluation and a five-points scale where 1
means unnatural and 5 — sounds very
naturally. They are asked to rate the
naturalness of the sentence. In such tasks,
while doing assessment, people react
introspectively based on feelings and attitudes
formed in their everyday experience.

To summarise, firstly, the category of
naturalness as defined by linguists remains in
fact somewhat invisible - it is something that
language users do not recognise as something
marked. Considered by professionals in
computer science in a very pragmatic way,
naturalness looks like an attitude to species-
specific features of humans felt by
themselves.

In our paper, trying to find an answer to
the question of what naturalness is, we
obtained two corpora of texts — a corpus of
written film reviews and a corpus of film
reviews generated on the basis of prompts
from the first corpus. We then sequentially
applied 3 types of analyses to this material: 1)
automatic metrics used to assess generation
quality in computer science, 2) linguistic
metrics commonly used to assess text
complexity, and 3) a psycholinguistic
experiment involving assessors who manually
assessed text naturalness.

3. Aim of the study

The aim of this study is therefore to
provide a possible answer to the question of
what is naturalness as a category of text?

A priori, we assume that naturalness
denotes something that is intrinsic to humans,
something that derives from human nature. In
other words, our goal is to characterize
human-written review texts as natural per se
against the background of generated texts by
comparing them on three levels of analysis:
text diversity measured by cosine distance
between adjacent sentence embeddings, text
linguistic complexity measured automatically
by 130 metrics, and text subjective evaluation
made in a psycholinguistic experiment. The
features found in written texts and missing in
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generated texts are interpreted as naturalness
features, which we use to categorise
naturalness.

Our hypothesis could be formulated as
follows: if naturalness is actually a relevant
human- written text property, it must be
“palpable” either on the level of formal metric
used to evaluate text generation quality; or —
on the level of linguistic metrics of text
complexity; or — on the level of language
users’ intuition.

4. Data and methodology

4.1. Data

In order to generate the data, we have
finetuned the ruGPT3! language model on a
dataset of cinema reviews for controlled text
generation with a choice of sentiment. We have
focused our attention on reviews for three
reasons: 1) such texts are short and their small
size ensures fast and high-quality training of the
LMM without using very large computing
power; 2) they belong to the genre of opinion
texts, tending to express subjectivity, affectivity
and personality — in this way, they are very
revealing when we deal with the dilemma
“natural vs artificial” and their inconsistency in
style, flippancy in language etc. are very
“useful” when searching for “human likeness” ;
3) film reviews express sentiment, emotions
and, by using them as data to train model, we
complicated the generation task — we wanted to
test naturalness in emotionally saturated texts.

The original dataset of 200,000 reviews
with three types of sentiment (positive,
neutral, and negative) was collected from a
Russian-language web platform by using the
Selenium library in Python. The negativeness
or positiveness of the review is marked by
special emoji when a review is published on
the platform. As negative opinion always
prevails, to balance the sentiment distribution,
we set a limit of 20,000 reviews for each
sentiment (Margolina, 2022; Kolmogorova,
Margolina, 2023).

I Sber Devices (2021). Hugging Face: ruGPT3Large,
available at https://huggingface.co/ai-
forever/rugpt3large based on gpt2  (Accessed 24
March 2024).

To set up ruGPT language model we
didn’t apply routine steps of text
preprocessing (converting text to lowercase,
removing special characters and stop words,
or lemmatization) because such data cleaning
can significantly reduce the accuracy of the
transformer model (Alzahrani and Jololian,
2021). The only stage of preprocessing was
tokenization.

We have trained three models:
ruGPT3Large, P-tuned (Liu et al., 2022)
model and a model trained on the basis of the
methodology of the Transformers
Reinforcement Learning (Mnih et al., 2015).
As the first of the three models mentioned had
performed best, we used data from it in our
further experiments.

A simple method for addressing the
style transfer task involves performing a basic
fine-tune of a LMM. “This approach
represents a novel contribution to the field of
style transfer, offering a new, yet simple
means of leveraging LMMs for stylistic
manipulation of text data: fine-tuning of
LMM on the dataset with included prompt in
it” (Margolina, 2022: 16).

In order to input the data into the model,
a transformation was applied to convert the
original csv table format into a plain textual
file format (.txt) with a prompt:

[<s>Sentiment: [positive, neutral,
negative]\nText: [text of the review]</s>]

Incorporating reviews with a prompt
into the model serves to facilitate the
memorization of patterns by the ruGPT3 (Li
et al, 2022). This is achieved by utilizing the
second segment of the prompt, which serves
as a continuation that the model must
generate, namely, the review itself.

The training parameters influence the
output and the quality of the fine-tuned LLM
(Table 1). The parameters were chosen to fit
ruGPTLarge on the home GPU memory
(NVIDIA GeForce RTX 4090, 24 GB
memory). We chose the minimal batch size —
1 and the learning rate is the default one. With
these settings and GPU, the large model took
6 and a half hours to be finetuned.
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Table 1. ruGPT3Large fine-tuning parameters and ruGPT3Large generation parameters
Taboauua 1. [TapameTpbl «TOHKOW HacTporiku» monenu ruGPT3Large m mapamerpbl TeHEpaluu

monenu ruGPT3Large (Margolina, 2022)

ruGPT3Large fine-tuning ruGPT3Large generation
Parameter Value | Parameter Value
num _train_epochs 5 repetition_penalty 5.0
per device train batch size 1 top p 0.95
per device eval batch size 1 Top k 5
block size 1024 | temperature 1
lerning rate 2.5e-4 | no repeat ngram size 2

As for the generation parameters (Table
1), to make our model write more freely and
less trivial, we set temperature = 1.

The repetition penalty parameter was
adjusted to five in order to decrease frequent
repetitions. No_repeat ngram_size restricts
the appearance of repeated bigrams in the
text, further promoting diversity (Table 1).

Top k parameter removes the least
probable tokens below the k-token, improving
the quality of text by removing off-topic
words. As in some cases, there is a huge pool
of relatively possible words, top k sampling
makes the text less realistic and diverse. To
address this issue, we applied top_p sampling
(Holtzman et al., 2019), which consists in
selecting ‘the highest probability tokens

whose cumulative probability mass exceeds
the pre-chosen threshold p’ (ibid., 5). This
technique permits to avoid sampling
extremely unrealistic tokens, but it preserves
diversity when the highest-scoring tokens
have low confidence.

Finally, early stopping can be used to
prevent the model from generating endless or
very long sequences. This is achieved by
setting the parameter to stop the beam search
when a certain number of sentences are

finished per batch.
Table 2. presents a sample of the
ruGPT3’s sentiment-controlled text

generation results in Russian for three distinct
sentiments.

Table 2. Example of results obtained in sentiment-controlled text generation
Taéauna 2. [Ipumep MoTydeHHBIX Pe3yJbTaTOB KOHTPOJIUPYEMOW TeHEpalluy 10 IMapaMeTpy CeH-

THUMCHTA
Sentiment Generated reviews
neutral 34aroJIOBOK MOGI>'I peHeH3I/II/I — [qUuTaTa U3 IECHU prHHBI Paramore ‘Love me

again’, KoTopas siBiseTcs cayHATpekoM K ¢puinbmy Cymepku. OUIbM CHAT
0 OJHOMMEHHOMY pOMaHy aMepuKaHCKOW mnucarenbHuLbl Credanu
Maiiep, koTOpbIi OBLT 3KpaHu3upoBaH kommanueil ‘Warner Bros.” B 2009
rogy. Croxer mnoBecTByeT HaMm O JeBymike bemne CBOH, KkoTopas
nepees3kaeT JKUTh K CBOEMY OTIly B HeOoubIoil roponok dopkc. Tam oHa
3HAKOMUTCA C 3arajouHelM OpsapaoMm KamieHoMm, y KOTOpOro €cTh
HeoObIUHas CHOCOOHOCTH TMpeBpamaThcss B JieTyuux Mblimel. [locrie
HEIOJITMX OTHOIIeHWH DnaBapn cnacaer bemry ot moxuturens Jxeiikoba
brmoka, mocime Yero Mexkay HHUMH BCHBIXMBAe€T CTpacTHasl JHOOOBb.
Axtépckag urpa Kpucren Crroapt MHe mnoHpasBwiack. OHa XOpoIIo
CIPaBUJIACh CO CBOEU POJIbIO MOJIOJION AEBYLIKHU, BIIOOJIEHHON B BaMIupa.
PoGept IlatTuHCOH McnonHua ponb Oasapaa Kamrena. Ha moii B3rmsa,
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€My yJaJloch BOILIOTUTH 00pa3 tanHcTBeHHOTO [The title of my review is a
quote from Paramore’s song ‘Love me again’, which is the soundtrack to
the film Twilight. The film is based on the novel of the same name by
American writer Stephanie Meyer, which was screened by Warner Bros. in
2009. The plot tells us about a girl Bella Swan, who moves to live with her
father in the small town of Forks. There she meets the mysterious Edward
Cullen, who has an unusual ability to turn into bats. After a short
relationship Edward saves Bella from the kidnapper Jacob Black, after
which passionate love erupts between them. I liked Kristen Stewart’s
acting. She coped well with her role of a young girl in love with a vampire.
Robert Pattinson played the role of Edward Cullen. In my opinion, he
succeeded in embodying the image of a mysterious]

negative Wrak, criepBa IItoCkl

- BU3yaJIbHasl COCTABIAIONIAs (KOTOpasi, K CJIOBY CKa3aTh, HAa BBICOTE) — TYT
npuapatbess He K dyemy. CHATO BCe OYEHb KPacHMBO M KaueCTBEHHO;
cnemPPexThl B HEKOTOPBIX  CIIGHAX TPOCTO IMOPaXArOT CBOCH
MaclITaOHOCTBIO W JIeTalM3aluel (4ero TOJNBKO CTOMT MOMEHT C
NOIBbeMHBIMUA KpaHamu). CayHATpeK TakKe MopaaoBall HEOOBIYHBIM
COYETaHHWEM KJIACCHKH POKa M COBPEMEHHBIX XHMTOB. B oOriem, ecimu BbI
XOTHUTE MPHUITHO MPOBECTH BPEMs 32 MPOCMOTPOM XOpOUIEro (GuiibMa, TO
‘ABarap’ BaM OIpEAENICHHO MOAOWIeT. MUHYCBHI k€ 3aKIH0YalTCA B TOM,
YTO 9TO JAJEKO HE CAMBIM JTy4IIuil (UIbM U3 TeX, KOTOPBIC sl KOTIa-Tu00
Buzena. U neno naxxe He B OaHAIBHOM CIOXKETE WM IJIOXOM BOIUIOIICHUU
3aJyMKH pexxuccepa. J{eno B aOCoI0THO Oe31apHOM MOIX0/1€ K CO3/IaHHIO
kuHopuinbma. Haunem c crokera. CrokeT HAcTOJIbKO TNPUMHMTHUBEH,
HACKOJIBKO 3TO BOOOIIE MOKHO ce0Oe mpeacTaBuTh. Ha nmpoTsbkeHnn Bcero
¢ubMa MEeHs He TMOKUAAJI0 YyBCTBO JeXkaBlo. Sl yke r1ie-To 3To BUJeNa. ..
[So, first of all, the pluses

- visual component (which, by the way, is at the height) — there is nothing to
quibble with. Everything is filmed very beautifully and qualitatively; special
effects in some scenes simply amaze with their scale and detailing (what
only the moment with cranes is worth). The soundtrack also pleased with an|
unusual combination of classic rock and modern hits. In general, if you want
to spend a pleasant time watching a good film, then ‘Avatar’ will definitely
suit you. The downside is that it is far from being the best film I’ve ever
seen. And it’s not even about the banal plot or poor implementation of the
director’s idea. It’s about the absolutely mediocre approach to making aj
film. Let’s start with the plot. The plot is as primitive as it can be imagined.
Throughout the film I had a feeling of deja vu. I’ve seen it somewhere
before...]

positive OTOT (DUIBM 3acTaBisIeT 3ayMaThCsl O TAKUX Ba)KHBIX BeIllaX KakK CEMbs,
Ipyx0a, B3aUMOIIOMOIIb M KOHEYHO e JI000Bb K OJIMKHEMY CBOEMY.
AKTEpcKass urpa nOpocTo BedukojenHa. Kaxapli akT€p wuaeanbHO
MOJIXOAUT JUisi cBoer poin. OcoOeHHO xouercst otMeTuTh JIxoHa Kprocaka
CBITPABIIIETO POJIb IIaBHOTO repost Teomgopa TBomoOau (Teomop — raBHBIN
repoit ¢puibmMa). Ha Moii B3riisig 9To 0/iHa U3 JTYYIIUX €ro poJiei 3a BCIO ero
kapbepy. [This film makes you think about such important things as family,
friendship, mutual help and, of course, love for your neighbour. The acting
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is just great. Each actor is perfect for his role. Especially I would like to
note John Cusack who played the role of the main character Theodore
Twombly (Theodore is the main character of the film). In my opinion, this
is one of the best roles of his career.]

In our further experiments we use four
samples: 1) a sample of 1190 human-written
reviews from a well-known Russian film
review platform; 2) a sample of 1190 reviews
generated by the ruGPT3Large model using
the prompts from the first sample and
controlled by the parameter of their sentiment
(like those that are shown in the Table 3); 3) a
sample mixed from two mentioned above
corpora and consisting of 36 reviews (18
generated and 18 written) exposed to the
Human Evaluation Test; 4) a sample of 126
comments given by informants when
answering about introspective intuition they
were guided by while labeling texts as written
or generated.

4.2. Methodology

Two of our subcorpora of 1190 texts are
compared twice: firstly, by using metrics to
evaluate generation quality; secondly, by
exposing them to a number of metrics of
linguistic text complexity. A mixed subcorpus
consisting partially of generated reviews and

Figure 1. Research workflow
Pucynok 1. [lnan uccnenoanus

partially of written ones was exposed to texts
naturalness assessment in the Human
evaluation test (130 informants participated).

As a result, we obtained a restrained
subcorpus of texts wrongly attributed by
assessors (synthetical texts — to written ones
and vice versa) and a collection of informants’
comments demasking their introspective
intuition they were guided by while labeling.
We grouped generated text features and
written text features introspectively indicated
in informants’ comments into 1) syntactical,
2) stylistic, 3) lexical features, and 4) features
manifesting themselves on the level of textual
categories, and 5)on the level of text
affectivity. Then, we did a linguistic analysis
of the pool of mislabeled texts according to
the set of linguistic features built by
informants previously. To make the logic of
our work more explicit, we visualize our
workflow (Figure 1).
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4.2.1. Metrics to evaluate generation
quality

To evaluate formally the quality of
obtained generation, we used two well-known
metrics: BERTscore and self-BLEU.

BERTscore, introduced in (Zhang et al,
2020), is an evaluation metric widely
applicable in text summarization, machine
translation, and text simplification. For
example, in our case it calculates
contextualized text embeddings and gauge the
semantic similarity from 0 to 1 between
model-generated reviews and the original
reviews prompted by the same input. The
model presumes that 1 signifies complete
textual similarity (every word is repeated in
both sequences) and 0 indicates no identical
words between the two sequences.

Another metric, the self-BLEU score
(Zhou & Bha, 2021), measures the diversity
of generated text by comparing sentences
within the text. It is calculated by treating
each generated sentence of one sample as a
"reference" and comparing it to the other
using the BLEU (Bilingual Evaluation
Understudy) score, which measures similarity
between two texts. Lower self-BLEU scores
indicate greater diversity in the generated text.

By considering self-BLEU scores, we
can evaluate whether the model can produce
diverse sentences while upholding quality and
coherence. This evaluation aids in identifying
potential overfitting issues, as a high self-
BLEU score may suggest that the model is
generating repetitive or clichéd outputs,
potentially limiting its applicability in real
communication (Celikyilmaz, 2021).

4.2.2. Text complexity assessment

To feature human-written texts and their
synthetical counterparts on purely linguistic
level, we use a computer model elaborated by
O. Blinova and N. Tarasov (Blinova, Tarasov,
2022). It covers all existing text complexity
metrics. However, we rewrote the code to run
the model with our data.

The texts of two subcorpora (written

and generated) were subjected to such
computational analysis in parallel.

4.2.3. Human evaluation test and
expert analysis

To access the subjective perception of
the degree of texts naturalness, we applied
another method — the method of
psycholinguistic experiment.

Our pool of respondents consisted of
130 (mean age=21.3) students of the
Department of Philology of HSE University
in Saint-Petersburg. For us, it was crucial to
invite people sensible to text quality, to text
style. The respondents were recruited via an
open call published in student publics in the
social network VKontakte. Via Google form
service each of the informants was invited to
read 36 texts (one by one) and 1)to
hypothesize what kind of text they read (Who
is the author of the review? — Al or Human);
2) to assess the naturalness of the text on a
five-point scale (a score of 1 denotes entirely
artificial text, while a score of 5 signifies text
that appears as if exclusively crafted by a
human writer); 3) to formulate markers they
had used to distinguish “natural” text from
generated one. The interface is presented in
Figure 2. The informants had no limit of time
while working with 36 texts and our tasks.
Each informant was working from his/her
home computer.

We intentionally did not wuse the
structured survey method. Firstly, we could
not offer the informants a list of criteria by
which they could evaluate the naturalness of
the text as these have not yet been developed
in the NLP scientific community. Secondly,
there is an established tradition of the Human
Evaluation Test to choose between
explanatory or confirmatory questions (Schuff
etal., 2023).

We focused on the first one, because “in
the case of an exploratory research question,
an experiment should be designed to collect
initial evidence which can then be used to
generate post hoc hypotheses” (Ibid: 5).
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Figure 2. Interface of Human Evaluation Test on Google Forms
Pucynok 2. atepdeiic 1 mpoBeACHUS ICUXOJIMHTBUCTHYECKOTO AKCIIEPUMEHTA

Kak Bbl AyMaeTe, KTO Hanucan aToT 0T3bIB? *

(O Hempocetp

O Yenosex

OleHUTe eCTECTBEHHOCTL NO 5-6annbHON WKane, rae 1 - "TeKCT CKOHCTPYWPOBaH U3
HECBA3HbIX KYCOUKOB, Cpasy NOHATHO, YTO OH CreHEPUPOBaH HEMpoceTbio®, 5 - "Tak HanucaTb

MOT TONbKC YenoBeK”

1 2

O @)

3 4 5

O O O

0O606Wan NPOYUTaHHBIE OT3bIBbLI: YTO BAM NOKa3anoch HauMeHee/Haubonee ecTeCTBEHHbIM?

MoxxeTe UMTUPOBaTh U3 NPUMEPOB.

PassepHyTbI oTBET

After having collected all statistics of
human evaluation, we selected generated texts
wrongly categorized as human-written and
vice versa.

To determine whether the informants
were really relying on the introspectively
formulated features of a human-generated or
written (in our terminology, "natural") review
text, while assessing texts in experiment, we
invited experts-linguists (N=3). They were
given the task of identifying the

characteristics of the informants in texts that
had been incorrectly rated by the informants.

5. Results

5.1. Generation quality evaluation

As we can see (Table 3), the Fine-tuned
ruGPT3Large model shows a rather high
value of BERTscore of 0.674, which indicates
that the model generates a new text closely
resembling the reference text.

To test the self-BLEU score we also put
in comparison our dataset of human-written
reviews.

Table 3. BERTscore and self-BLEU counting results
Tadamua 3. Pesynsrarsl nojncuera Merpuk BERTscore u self-BLEU

Metric Human

ruGPT3Large Fine-Tuned

BERT-score F1 *

0.674 (max=1)

self-BLEU score mean value | 0.074323

0.032231

The findings presented in Table 3
demonstrate that the Fine-tuned ruGPT3Large
model attains the lowest average self-BLEU
score, indicating its ability to produce highly
diverse texts. Interestingly, both the human-
written and generated texts display substantial

diversity, with the metric values slightly
favoring the neural-generated texts over the
human-written ones.

Thus, formal generation quality metrics
did not say anything about the naturalness of
generated text. Moreover, the self-BLEU
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score shows that the LLM slightly
outperforms the human ability to write
diverse texts. In this regard, we decided to
resort to linguistic analysis and
psycholinguistic experiment. The results of
both procedures will be described in the
following parts of the article.

5.2. Text complexity assessment

To compute the values of a set of 130
metrics of text complexity in two subcorpora,
we partially rewrote and ran the code for the
model previously elaborated in (Blinova, Tar-

asov, 2022). On Figures 3-7 below we
demonstrate the obtained results. As the ma-
jority of metrics are similar, we comment on-
ly those which show differences.

The Comma proportion metric (com-
ma_pr) testifies that generated texts have less
commas than written texts and the Number of
numeric characters (N) metric — that generat-
ed texts contain more numbers than written
reviews (Figure 3).

Figure 3. Comparison of values of text complexity metrics in written reviews (actual) and generat-

ed reviews. Part 1
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For two readability indices (Coleman-
Liau index (CLI) and ARI) out of five (Fig-
ure 4), the metric values are higher for gener-
ated texts (i.e., they are more difficult to un-
derstand) than for written texts. When com-
paring the values of the other three metrics,
no differences were found (Flesch reading
easy (FRE GL), SMOG and Dale—Chall In-
dex (DCI)).

Generated reviews also have lower val-
ues for Proportion of hapax legomena (for

lemmas) and Proportion of hapax disle-
gomena (for lemmas) (hapaxl pr and ha-
pax2 pr) than written reviews. This means
that when generating a text, models are more
likely than humans to repeat words they have
already used in that text (rather than new oc-
currences). This is also indicated by the lower
values of the Yules K metric for words
(YulesK word), which is commonly used to
assess the lexical richness of a text.

Figure 4. Comparison of values of text complexity metrics in written reviews (actual) and generat-

ed reviews. Part 2
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Metrics measuring the proportions of
stable part-of-speech patterns show that,
compared to written reviews, the generated
texts contain significantly more bi- and tri-
grams, including nouns (Figure 5): NOUN +
VERB (Pos ngrams 2 pr), ADJF + NOUN
(Pos ngrams 4 pr), NOUN + NOUN
(Pos ngrams 5 pr), NOUN + NOUN +
NOUN (Pos_ngrams_ 6 pr).

However, generated texts are inferior to
written texts in terms of the number of the

part of speech bigram “AD-
VERB+GERUND” (Figure 5 -
Pos ngrams 9 pr). Likewise, generated re-
views contain fewer adverbial participles
(Grnd_pr), short adjectives (Adjs_pr), com-
parative forms (Comp pr) and predicatives
(Pred pr) than written texts. The latter are
inferior to the generated texts in terms of the
number of numeric characters (Proportion of
numerals (Numr_pr)) (Figure 5).

Figure 5. Comparison of values of text complexity metrics in written reviews (actual) and generat-

ed reviews. Part 3
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Figure 6). If we examine the distributions of
words of different ranks according to Zipf’s
law we surprisingly find that generated re-
views contain more words of rank 1 and 2
(the less frequent ones) than written reviews.
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Taking into account the genre type of texts names, professions etc., than humans are. For
from our collection, we explain this observa- the other ranks, there are practically no differ-
tion by the fact that LLMs are more attentive ences.

to the details of film plots or personage

Figure 6. Comparison of values of text complexity metrics in written reviews (actual) and generat-
ed reviews. Part 4
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Figure 7. Comparison of values of text complexity metrics in written reviews (actual) and generat-
ed reviews. Part 5
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As for syntactical metrics (Figure 7), they
testify that in written texts syntactical structures
seem to be slightly more “fancy” than in re-
views generated by LLM. For example, such
metrics as the Proportion of elliptical predicate
constructions (Orphan_pr), Proportion of con-
structions with clausal complements
(Ccomp_pr, ex.g: Mue rxasxcemcs (clausal com-
plements), ¢uibm Ovin cuam nacnex; O
yoeoun mers @ mom, umo ¢hunom xopow (claus-
al complements)), Proportion of conjunctions
associated with conjuncts by the syntactic rela-

tion "cc" (coordination) (Cc pr, ex.g: ...kax
oemsam, max u e3pocivim), share of passive con-
structions  "with a  sentential  subject”
(Csubj:pass_pr, ex.g.: [loonumanacsy npobnema
0 HeoOX0OUMOCMU JHCepmE08ams paou Opyeux)
have higher values in written texts than in gen-
erated. For instance, compare fragments of two
reviews from our parallel dataset (Table 4): in
the written text we find four cases of elliptical
predicate constructions, in the generated — only
one; in the written — three cases of clausal com-
plements, in generated — only one.

Table 4. Two texts from the parallel dataset to demonstrate difference in elliptical predicate con-

structions (EPC) and clausal complements (CC)

Ta6.1mua 4, I[Ba TCKCTAa M3 NapaJlJICIIbHOI'O AaTaccTa: OTIIMYHA B MCIIOJb30BAHUHU JJUIMIITUYCCKUX
NMpCAUKATUBHBIX KOHCprKIII/Iﬁ N CCHTCHUHMOHAJIbHBIX IIOHOJIHCHI/Iﬁ

Written review

Text generated by prompt from the written
review

KOpucnpynennust — ToHkas Hayka. Bompoc
npasocyausi — rudkuii Bonpoc (EPC). Bo-
npoc xkoppynuuu (EPC). Bor tak aBTop cue-
Hapus Kypr Yummep, npwiIoKuBIIUN PyKy 10
toro k «Adepe Tomaca Kpayna» u «Yabrpa-
¢uonery», cBET BOEIUHO H3OMUTHIA CHOXKET
TpUJUIepa ¢ JpaMaTU3MOM KECTOKOW M UHTEI-
JeKkTyanbHol MecTH. B ¢mibme pexuccépa .
I'spu I'pes neno He B TOM, KTO AeHCTBUTE/Ib-
HOo BuHOBeH (CC), a B TOM, YTO «KpYTO»
MOMOIIHUK OKPY’KHOTO MPOKYPOpPa CMOXKeT
noka3atb (CC). Ho cuctema Ha TO U cucrema,
YyTo ¢ Heil 00s3aTeIbHO BCTYNAT B KOH-
¢paukrt (CC). B padore Huka Paiica ([I:xeii-
MH PoKC) KOPOTKAsA MAMATh — JYYIIHH 1O-
vomHuK (EPC). T'naBHOe — moOHpaBUTbCS
npucsxubIM... (EPC) [Jurisprudence is a sub-
tle science. The issue of justice is a flexible is-
sue. The issue of corruption. That’s how the
screenwriter Kurt Wimmer, who had previous-
ly had a hand in "The Thomas Crown Scam"
and "Ultraviolet", brought together the hack-
neyed plot of the thriller with the drama of cru-
el and intellectual revenge. In the film directed
by F. Gary Gray, the point is not who is really
guilty, but what the "cool" assistant district at-
torney will be able to prove. But the system is
also a system that will necessarily come into
conflict with it. In the work of Nick Rice (Ja-
mie Foxx), short memory is the best assistant.
The main thing is to please the jury...]

Opucnpynenuust — ToHkas Hayka. Bompoc
MPaBOCYIMsl B HEW HE CTOMT TaK OCTPO, KaK
3TO MOKET MOKAa3aThCA HA MePBbIA B3I
(CC). Ho uMeHHO 3Ta TOHKOCTH M JIEJaeT e
CTOJIb BKHOM 00JIACThIO 3HAHUM ISl KaXKJOTO
u3 Hac. B puiabme «I'psizp» bproc PodepTcon
(:xkeiimc MakJBoM) — IIOTJIAHACKHUI MMOJIN-
HeHCKHUH, paccjelyIOuil CePUI0 KECTOKMX
youiicte MoJioabix aAesymek (EPC). [Ina pac-
CIIEZIOBAHUS THX MPECTYIJICHUH OH UCTIOIB3Y-
€T caMble M30ILIPEHHBIE METOJIbI TICHXOJIOTHYe-
CKOTO JaBIICHHs, 3allyTUBaHUSA W MmaHTaxa. 1
BCe OBl HHYETO, €CJIH OBl JeJI0 HE BLICACHHOTO
sifiia He ctowsio... [Jurisprudence is a subtle
science. The issue of justice in it is not as acute
as it may seem at first glance. But it is precisely
this subtlety that makes it such an important
area of knowledge for each of us. In the film
Dirt, Bruce Robertson (James McAvoy) is a
Scottish policeman investigating a series of
brutal murders of young girls. To investigate
these crimes, he uses the most sophisticated
methods of psychological pressure, intimida-
tion and blackmail. And it would have been all
right if it hadn’t been worth a damn....]
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However, generated texts of review
contain more appositional modifiers (Propor-
tion of appositional modifiers — Appos_pr,
ex.g.: Dnuzabem, 10606HUYA 2NABHO20 2eposl,
npunumaem  pewtenue...), deictic words
(Textdeixis_pr, ex.g.: amom ¢unvm eviuien 8
2017 200y) and forms of the verb aerambcsa
(equivalent of to be in English; Yavl pr) than
texts produced by humans.

Summarizing the results, we can say
that, although in general the differences in the
values of the metrics cannot be called signifi-
cant, several trends can be seen.

Firstly, written texts, unlike generated
texts, have a slightly more complex syntactic
structure (more commas, ellipses, clausal
complements, etc.). These syntactic features
are induced by the desire of the speaker, a so-
cial subject, to express their personal judg-
ment, opinion.

Second, it appears that human authors
are more likely to vary lexical units and con-
structions than generative models. The latter,
on the other hand, show a predilection for part
of speech bi- and trigrams including a noun or

Table 5. Results of assessment
Ta6auna 5. Pe3yabrarsl olleHKH

even a chain of nouns. They also avoid non-
nucleus forms of expressing predicativity and
are predisposed to use the vocabulary of low
and medium frequency.

Thirdly, the generated texts, if com-
pared to written reviews, contain a greater
number of numerical symbols and deictics,
which is probably due to the greater attention
to details seeable in the synthetical reviews.

5.3. Human evaluation test

In our human evaluation test, we
obtained a total of 4534 evaluations of 36
mixed (synthetical and human-written) texts
from 130 informants. As some informants did
not evaluate the entire sample, the number of
estimates collected is less than expected.

Only 25% of synthetical texts from our
mixed sample were identified correctly; in
75% of responses for this group, generated
texts were taken for human-written.

As for the human-written texts, in 39%
of responses the written texts from our mixed
sample were wrongly labeled as synthetical;
in 61% of cases label was attributed correctly
(Table 5).

Type of text % of true positives % of false positives

Generated 25 in corpus of assessments for | 75 in corpus of assessments for
generated texts generated texts

Written 61 in corpus of assessments for | 39 in corpus of assessments for written
written texts texts

It suggests that participants found it
more difficult to differentiate artificial
reviews generated by LLM from human-
written reviews and less difficult to
differentiate human-written reviews from
generated ones.

After having rated all texts, the
informants were asked to formulate some
principals they were guided by while deciding
about the naturalness and human-written or
Al generated character of texts they were
exposed to. In Table 6 we summarize our
informants’ intuitions.
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Table 6. Synthetical texts and human-written texts features as they are assumed by informants
according to their comments (“+” marks the features that are thought being proper to the text

category, “-”— not proper)
Tabauna 6. Ilpu3Haku CcreHepupOBaHHBIX M HANHMCAHHBIX (€CTECTBEHHBIX) TEKCTOB 10
MHTPOCIIEKTUBHBIM OIIYIIEHUSM HH()OPMAHTOB, OTPAXEHHBIM B KOMMEHTapusx (“+” — mpu3HaK
MPUCYTCTBYET, ‘-~ — MPU3HAK MPUCYTCTBYET)

Feature Synthetical | Human-

Written
Syntax

1 Parcellations + -
2 | Long enumerations + -

3 Sentences formed like definitions — X it is... (Odunouecmso — smo | + -
Ko2c0a mol HUKOM) HeE npuHa()ﬂeofcuLub, HO npu smom udyecmeyeulb
cebsl HecuacmuviM U3-3d omcymcmeus OnuU3K020 Yenoeexa pﬂ@OM C
moboiu [Loneliness is when you don t belong to anyone, yet you feel
miserable because of the lack of a loved one by your side])

4 | Long and complex sentences (with coordination and/ or |- +
subordination) with many dots by the end (e.g. Taxowce cmoum
ommemums uepy bpaoa Ilumma u Xenenvt Bbonam Kapmep. Hx
nepconasicu NOMYYUTUCD secoma KONOPUMHbBIMU u
sanomunarowumucs [Also worth noting is the performance of Brad
Pitt and Helena Bonham Carter. Their characters turned out to be
very colorful and memorable])

5 | Non motivated word repetitions (e.g. Omunu bnanm eecv ¢hunom | - +
X00um ¢ OOHUM U meM dice 6blpAdiCeHUeM UYya HA NPOMmMANCEHUU
sceco punvma [Emily Blunt walks around the entire movie with the
same facial expression throughout the entire movie])

Lexical variability

6 | Very typical phrases and clichéd turns (e.g. Ecau 6vr xomume | + -
nocmompems  J1eeKkoe KUHO, uymobvl 0MeEneybcs eeyepom nocie
mpyoosoeo ous... [If you want to watch a light movie for an evening
viewing after a hard day 5 work...])

7 | Use of colloquialisms, jargons and verbal markers of hesitation - +

Stylistic featuring

8 | Absence of complex stylistic devices based on semantic | + -
mechanisms (litotes, metaphors, oxymora)

9 | Irony, linguistic game based on polysemy - +
10 | Wrong collocations, misuse of lexical items + -
11 | Specific “strange” style inherent to the entire text (ex.eg. you look | - +

into your soul and try to see yourself differently, to understand that
you have nothing in common with Them — and realize that you are
also one of Them, you are a beast)

Textual categories

12 | Lack of logical coherence (ex.g. 4 ne mocy oowsacuume novemy max | + -
BbIUIO — MOJcem Oblmb MO U3-3d MO20 YMO QUM CIUUKOM
oemckuti? Mnu sce o MHe NOKA3AICA Yepecyyp HCeCmOKUM, HO 6ce
PASHO nociie NPOCMOMpPA OCMANOCh OWyWeHue NyCmomsl U 2pycmu
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[I cant explain why it was like that — maybe it was because the
movie was too childish? Or maybe | found it too violent, but still |
was left with a feeling of emptiness and sadness after watching it.])

13

Intertextual and intergenres insertions (quotations, forms proper to
another speech genre)

14 | Too much of logical coherence, repetitive structures +
15 | References to personal experience -
16 | The repetitiveness of text composition (plot, critical opinion, | +
compliments to the actors, camera men etc.)
17 | Variability in text composition -
18 | Factual errors +
19 | The abundance of details and facts +
20 | Predominance of attitudes and emotions over facts and details (7 -
8ce-maku MHe HeNOHAMHO, NOYeMy 3Ma KapmuHa NOIYYULA CIOJb
BbICOKVIO OYEHK) V KPUMUKOS U 3A60€6A1d CIOJILKO NOJLOJNCUNENb-
noix omswieoe spumenen?! [Still, it’s unclear to me why this film was
so highly praised by critics and won so many positive reviews from
viewers! ])
Text affectivity
21 | Unmotivated changes in text sentiment (e.g. Yro npoucxonut? Yro | +
OHHU XOTEJH CKa3arh 3THM (puiabmMom? Sl Tak W He HaIen OTBET Ha
mou Bompocsl. Iloxbop akrepoB mpuxonbHbI [Whats going on?
What did they want to say with this movie? | never found the
answers to my questions. The cast is amazing!])
22 | Explicitly manifested, mostly positive, attitude towards film creators | -
and participants, but mostly negative — towards film critics
23 | General positive sentiment (Quibm eeHuaneH, uepa akmepos eeiu- +

konenna. Ilpexpacuwiti hunvm [The film is brilliant, the acting is
superb. It’s a wonderful film])

24

Emoji

25

Emotional waves (/Ja on xopow 6 niane epaghuxu (ocobenno cyernvi
¢ camonémamit), 0a Mo XOPOUULL CIOHCEMHbLU X0O OISl PUIbMO8 0
oyoywem (xoms s comnesaiocy umo 6yoywee 6ydem xopowum) Ho
nouemy mo 6cé ocmanvnoe xpomaem [Yes, it’s good in terms of
graphics (especially the aeroplane scenes), yes it’s a good storyline
for a film about the future (although I doubt the future will be good)
but for some reason everything else is lame]).

Thus, in this table (Table 6), we have
tried to summarize how informants conceive
“naturalness”  (i.e.,  characteristics  of
exclusively “human” use of natural language
for the task of writing a review) and
“artificiality” (i.e., characteristics inherent in
the way artificial intelligence uses natural
language for the same task).

Naturalness is  conceptualized by
informants as a set of text characteristics that

are a projection of informants’ stereotyped
representation of human thinking abilities,
such as (numerals in brackets are assigned
according to the linguistic features listed in
Table 6):

e the human ability to formulate
complex and multi-component judgements
“;

e the possible aberrations in human
thought processes (5);
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e cmotionality of thinking and the
tendency to lose rational control in favor of
emotionality (20, 24);

e mind flexibility permitting to the
Humans to merge entity by sophisticatedly
combining heterogeneous elements (9, 13,
17);

e mind rootedness in personal life
and social routines (15, 22).

As for unnaturalness representation
(syntheticalness), the informants
conceptualized it as a projection of their
stereotypes about Al thinking abilities, such
as:

e stereotypical flow of thoughts (2;
6);

e limited set of cognitive structures
and their repetitiveness (14, 16);

e categorization based on only ex-
plicit entities features, incapability to deal
with implicit links (3);

e crratic patterns of thinking and
memorizing things (12, 18);

e exactitude of memorizing items
even erratic (19);

e o link with life experience or so-
cial routines (21, 23).

We supposed that this kind of viewing
could be partially conditioned by
autostereotypes of humans about themselves
and their heterostereotypes about “machines”
and as such could be misleading in defining
what text is more natural.

To verify this, we did an expert analysis
of a sample of mislabeled texts: written texts
wrongly assessed by our group of informants
as being synthetical or synthetical texts
wrongly assessed as written. Our main
assumption was:

e we know the true label of the texts;

e informants wrongly placed them in
the category which is not appropriate;

e if we find in written texts a consid-
erable number of features of synthetical texts /
in generated texts a number of features of
written texts as they are perceived by inform-
ants, then human evaluators are misled by
their intuitions and then — they actually trust
them.

Below, we consider two examples of
written texts wrongly judged by assessors
to be synthetic.

Text 1 (false positive: written assessed
as generated)

57 % of informants categorized it as
synthetic, 43% — human-written

OTOT GUIBM YKACEH, YXKaceH B TOM
CMBICJIC, 4YTO OH IIOKa3bIBA€T 4YCJIOBCKAa C
TaKOH CTOPOHBI, C KOTOPOH HHKTO OBl HE
XOTEJl €ro BHJIETh. JTO (UIbM O MPOCTBIX
JOOAX, KOTOPBLIC IIOJIYYUJIM BJIACTb, IIYCTb
MAJICHBKYIO, HaA OAHUM YCJIOBEKOM, HO BCC
)ke BiacTtb. B »TOM meacBpe MHPOBOIO
KI/IHeMaTOI‘pa(ba IIOKa3bIBACTCsA, KaK BCC-TaKU
MOT'YT JKOAX HCHABUACTDL APYT Apyra U B KOI'o
OHM MOI'yT IIpeBpallarbCAa: B IICOB, B
JKUBOTHBIX HWJIN C€IIC HUKEC. HaI[O CKa3aTb, 4TO
3TO OYEHb TSKEINbIM PUIbM, HO CMOTPHUTCS Ha
OJHOM JbIXaHMWM OT Hadajaa A0 KOHIIAa, U Thl HEC
3aMedacilb, KakK MMpoOXOAuT Tpu qaca.
beccriopro 10 u3 10 (This movie is horrible,
horrible in the sense that it shows a side of
man that no one would want to see. It is a
movie about ordinary people who have been
given power, albeit small, over one person,
but power nonetheless. This masterpiece of
world cinematography shows how people can
hate each other and who they can turn into:
dogs, animals or even lower. | must say that it
is a very heavy movie, but it is watched in one
breath from the beginning to the end, and you
dont notice how three hours pass.
Undoubtedly 10 out of 10).
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Table 7. Features of naturalness and artificialness from informants’ comments (each number refers
to the text feature given in Table 6) detected by experts in the Text 1

Tabauma 7. OOHapyXEeHHbIE 3KCIEpTaMU

B Texkcre 1

IMPU3HAKHU CCTCCTBCHHOCTH U

HCKYCCTBEHHOCTH, C(POPMYJIUPOBAHHbIE HH()OPMAHTAMU B KOMMEHTApHUSIX (HOMEpa COOTBETCTBYIOT

MOPSAKOBOMY HOMEpY IpHU3HaKa B Tabnuie 6)

Synthetical texts’ features in the Text 1

Natural texts’ features in the Text 1

“B sTroM 1mIeneBpe MHUPOBOTo KuHematorpada’”
[This masterpiece of world cinematography] — 6

DToT (UIBM YXKACEH, y)KAaceH B TOM CMBICIIE,
YTO OH TOKa3bIBAET YEJIOBEKA C TAKOH CTOPOHBI,
C KOTOpOW HHUKTO OBl HE XOTel ero BUAETh [ This
movie is horrible, horrible in the sense that it
shows a side of man that no one would want to
see] — 4

B IICOB, B KMBOTHBIX WM eme Huxke” [dogs,
animals or even lower] — 2

y)KaceH B TOM cMbIciie... [horrible in the sense
that it shows a side of man that no one would
want to see] — 9

“CMOTpPUTCS HAa OJHOM JbIXaHUU OT Hayaua J0
KOHIIa, ¥ Thl HE 3aMeyaclilb, KaK IPOXOIUT TPH
gaca” [it is watched in one breath from the
beginning to the end, and you don’t notice how
three hours pass] — 6

B stom menespe [In this masterpiece]; 3Tor
¢uneM yxkaceH [this movie is horrible]; 3T0
OYCHBb TSDKENBIH QmibM... [it is a very heavy
movie] — 20

Repetitive text structure: assumption — precision
— 14

In Text 1, the experts detected the
following features of a synthetic text: clichéd
expressions and collocations, enumerations,
repetitive structure of proposition “general
assumption, precision” (power, but only over
one person; heavy film, but it is watched in
one breath). Among the written text features
the experts found: playing with different
senses of a polysemantic words (horrible in
the sense of..), complex syntax (the first
sentence), evaluation and opinion prevail over
facts and details (evaluative epithets: very
heavy movie).

Text 2 (false positive: written assessed
as generated)

68 % of responses — synthetic, 32% —
human-written

®duibM, SBISETCS TeHUATbHBIM. M3-3a
€ro TPOCTOTHI, TOYHEH OTCYTCTBHUS B KapTHUHE
Macchl JIeKopaliii (CTeHbI JIOMOB, TpaBa H
T.II.) OH  3aCTaBIsieT  COCPENOTOYUTHCS
UCKJIIOUMTENIBbHO Ha JIIOIsIX. Bech GHIbM Th
MPOXXUBACIIb HE pPEabHBIM MHPOM, €TI0
KpacoToW, a €ro TreposMH, JIOJbMH, UX

SMOIUSIMA M YYBCTBaMH, MEPEKUBAHUIMH U
pa3MbIIUICHUSIMU. Thl C TOJOBOM OKYHAEIIbCs
B MHp 4YeJIOBEKa HY’KJIAIOIIETOCs B TTOMOIIIH.
Omrymiaems  A00pOTY, TMPOSIBIEHHYIO  C
OMAacKOW, a TMOocjeé W BOBCE YIIEAIIEW U3
JKU3HM JaHHBIX Jwoaed. Boakw... OHH
BIPBI3AIOTCS BCE TIIYOKE, BHIPHIBAS C KaXKIbIM
pa3oM Bce OombIIMK Kycok Mmsca... Ctpax —
MMEHHO OH JIeJaeT HAC KUBOTHBIMH, HO Pa3Be
€CTh y HAac CHJla CONMPOTUBIATHCA emy? Thl
CMOTpHUILIb B CBOKO JYIIy U TBITACUILCS
YBUAETH ce0sl JAPYTUM, MOHSATh, YTO y TeOs
HeT HUYero obmero ¢ Humm — m oco3Haemb,
YTO Thl TOXE OAWH U3 Hux, TB 3Bepb.
MeHsTbCSI HUKOTA HE MO3AHO.... [IpocMoTp
9TOM KapTUHBI ITO3BOJIAET MOHATH, YTO JIronei
B 3TOM MHUpPE MOYTH HET, U OHU HE MOSBATCS
n3 HeoTkyaa... Hamo crare umu. Henwss
npoaasatek J{oOpo, MU yTelmas CBOM CTpax.
UenoBek co3maH JjIsi TOTO, YTOOBI OOpPOTHCSI.
U B nepByto ouepenb ¢ camuM co6oif... 10 u3
10 [The movie is brilliant. Because of its
simplicity, or rather the absence of a lot of
scenery (walls of houses, grass, etc.), it makes
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you focus solely on people. The whole movie
you live not in the real world, its beauty, but
in its characters, people, their emotions and
feelings, experiences and reflections. You
plunge headlong into the world of a person in
need of help. You feel the kindness, shown
with fear, and afterwards and completely gone
from the life of these people. Wolves... They
bite deeper and deeper, tearing out a bigger
piece of meat each time... Fear is what makes
us animals, but do we have the power to resist

it? You look into your soul and try to see
yourself differently, to understand that you
have nothing in common with Them — and
realize that you are also one of Them, you are
a beast. It’s never too late to change....
Viewing this film makes you realize that there
are almost no People in this world, and they
will not appear out of nowhere... You have to
become them. You can’t sell the Good just to
comfort your fear. Man was created to fight.
And first of all with himself... 10 out of 10]

Table 8. Features of naturalness and artificialness from informants’ comments (each number refers
to the text feature given in the Table 6) detected by experts in the Text 2

Ta6auna 8. OOHapyX)eHHbIE

OKCIICpTaMHu B

Tekcre 2 INPpHU3HAKK CCTCCTBCHHOCTH H

MCKYCCTBEHHOCTH, C(OPMYTUPOBAHHbIE HHPOPMAaHTAMHU B KOMMEHTApHUSIX (HOMEpa COOTBETCTBYIOT

MOPSAIKOBOMY HOMEpY MpH3HaKa B Tabmuiie 6)

Synthetical texts’ features in the Text 2

Natural texts’ features in the Text 2

“Bech (WIBM Tl NMPOXXKHUBACIIb HE PEATHHBIM
MHPOM, €r0 KpacoToi, a ero reposimu ...” [The
whole movie you live not in the real world, its
beauty, but in its characters] — 10

“Ctpax — UMEHHO OH JIeJIaeT HAC >KHMBOTHBIMHU,
HO pa3Be €CTh y HAC CWJIa CONPOTUBISATHCS
emy?” [Fear is what makes us animals, but do
we have the power to resist it?] — 20

“... peaJbHbIM MHUPOM, €ro KpacoTOi, a €ro
reposiIMH, JIOABMH, UX AIMOIUSMU U YyBCTBAMH,
MEpeKUBAHUSAMU M pa3MblLUIeHUAMU  |...the
real world, its beauty, but in its characters,
people, their emotions and feelings, experiences
and reflections] — 2

Specific “strange” style inherent to the entire
text — 11

Omrymaents 700poTy, MPOSBICHHYIO C OMACKOM,
a TocJie M BOBCE yUIeIIeH M3 >KU3HU JaHHBIX
moneld. Bonku... OHu BrpbI3atoTcsi Bce NiyOxe,
BBIPBIBAs C KaXJBIM Pa3oM Bce OONBIIUI KYCOK
msica... [You feel the kindness, shown with fear,
and afterwards and completely gone from the
life of these people. Wolves... They bite deeper
and deeper, tearing out a bigger piece of meat
each time...]— 12

M3-3a ero mpocTOThI, TOYHEH OTCYTCTBUS B
KapTuHe Macchl Jekopauuil [Because of its
simplicity, or rather the absence of a lot of
scenery| — 9

IIpocMOTp 3TOM KapTHHBI TMO3BOJISIET TOHSTH,
yTo Jltomel B 3TOM MHUpPE MOYTH HET, U OHH HE
MOSBATCS W3 HEOoTKyda... Hanmo crare umu
[Viewing this picture makes you realize that
there are almost no People in this world, and
they will not appear out of nowhere... You have
to become them] — 1
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The analysis demonstrates that a num-
ber of characteristics of the text under discus-
sion (written text) do indeed bring it closer to
the generated text as it is perceived by in-
formants: violation of lexical combinatorics
(Becv ¢hunbm mol nposicusaeutb He peaibHbim
MUpoM, e2o Kpacomou. . . —
npoocusamev+Ablativus), enumeration (ezo
2eposimu, ar00bMU, Ux amoyusmu...), broken
logical connection (a passage that first talks
about people and their experiences and then
suddenly conjures up the image of wolves),
and parcellations (Jlrooeii 6 smom mupe no-
umu Hem, U OHU He NOSBAMCS U3 HUOMKYOA. ...
Haoo cmamwv umu).

At the same time, the text fragment con-
tains some human specific features: a sort of
semantic play based on the polysemy of the
noun npocmoma (1. simplicity; 2. Naiveness:
U3 3a eco npocmomwl, moynell omcymcmeus.
6 kapmuHe maccol dekopayutl); rhetoric ques-
tion, metaphors which testify the predomi-
nance of attitudes and emotions over facts and
details (Cmpax — umenno on denaem Hac sxncu-
BOMHBIMU, HO PA38e eCMb ) HAC CUNA CONPO-
muenamscs emy?); specific “strange” style
inherent to the entire text.

As we can see, when assessing the natu-
ralness of texts, our informants overestimate
the human ability to formulate complex
judgments and the flexibility of the mind, and
at the same time — the stereotypical way of
thinking typical of Al. As we see, actually,
humans could produce texts by altering both
strategies: repetitive patterns and those which
are based on their surprising “fuzzy” logic,

motivated by lived life experience and imagi-
nation.

When we applied the same analytic pro-
cedure of feature annotation to the subsample
of synthetic texts labeled as written, we ob-
tained the following distribution of features in
them (Figure 8). The bar charts show that the
informants, while assessing texts, were actual-
ly misled by features connected to such cate-
gories as text affectivity, stylistic devices (e.g.
“comparison” Peoicuccep Cl08HO NblMAEMcsl
nepenucamv — HaA  MOOHBI  MY3bIKANbHbILL
yenmp cmapyio 3amackaunyio kaccemy [It’s
like the director is trying to re-record an old
hackneyed cassette tape on a fancy music cen-
tre]) and textual categories (e.g. “reference to
personal experience” [Ilocmompen smom
@urom no cosemy opyseu [Watched this film
on the advice of friends]). Being charmed by
Human likness of emotions, style and text
“actualness” the informants didn’t focus on
wrong lexical combinations (e.g. Ho wuem
Haméxa o mom...) nor syntactical trivialness
(e.g. Benuxonennas akmepckas uepa, moHKuil
IOMOp, NOMPACAIOWULL CAYHOMPEK Oelaom
amom ¢unvm Henpegzotioennvim [Great act-
ing, subtle humour, and a terrific soundtrack
make this film second to none]).

In other words, those informants who
focused their attention on textual, stylistic and
affective categories of text characteristics,
overestimating their importance due to the
influence of the mentioned above autostereo-
types, made the wrong decision about text
attribution.
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Figure 8. Distribution of features in the sample of synthetical texts wrongly attributed by

informants to human-written

Pucynoxk 8. Pactipenienenue npu3HakoB B KOPITyCe CT€HEPUPOBAHHBIX TEKCTOB, OIIUOOYHO
arpuOyTUPOBaHHBIX UHPOPMAHTAMHU K KaT€TOPUU HAITMCAHHBIX YEJIOBEKOM
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6. Discussion

Naturalness in the “pre-Al” era was
viewed from the dichotomy of “an
experienced language user within a given
community vs a person who has not fully
mastered language community’s routines”. In
the Al era, the scale of naturalness has
acquired another vector: who is the author of
the text - a human (in which case the text is
natural) or a “machine” (in which case it is
artificial or synthetic)?

Our study attempted to look at
naturalness within this latter scale from three
perspectives: a formal metric for assessing the
differences between two adjacent sentences
(self-BLEU), metrics of linguistic text
complexity, and a  psycholinguistic
experiment.

The values of self-BLEU metric
measured for human-written texts showed that
naturalness at this side can be regarded as a
relatively low level of difference between two
adjacent  sentences. As linguists, we
understand that this is due to the realization of
the category of cohesion (grammatical,
lexical) as an integral category of every
normal human-written text. However, this

40
2 I I
, i O

Textual Text
categories

affectivity

B Synthetical text features

formal approach does not seem sufficient for

defining naturalness.

From very linguistic point of view,
naturalness could be seen as a text
characteristic that is due to human ability
to get access to first-order mental structure
(Thibault, 2011) (e.g. “mental spaces” in
Fauconnier’s sense (Fauconnier, 1981), or
“scene” — in Talmy’s theory (Talmy, 2000))
using second-order structures — words and
grammatical patterns. While processing
words, language users keep the whole
imagined scene in their cognitive view. This
enables specific linguistic properties of
“natural” text:

e  Predicativity that dominates nominativi-
ty;

e Sentence syntactical incompleteness
that does not interfere with understand-
ing;

e Sentences with sentential subject and
complement;

e  Comparative constructions;

e Mid- and high frequency vocabulary,
but diverse.

Since the speaker always has access to
the whole first-order mental structure (scene
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representation), they can easily divide it into
different segments and then — by means of
language (second-order structures) — establish
complex and multilevel relations between
them (such as causality; anteriority -
simultaneity — posteriority; comparison;
second-order structures, etc.). The language
users feel free to skip some parts of second-
order structures (e. g. ellipses), shorten them,
because they are easily reconstructed by the
hearer/ reader, who, while understanding, tries
to build up an analogously accessible
representation (first-order structure) of the
described scene. These iteractions between
second-order and first-order structures make it
possible to name entities of mental structures
by using diverse words according to the
movement of the window of cognitive
attention. This capacity to have simultaneous
access to the structures belonging to different
cognitive orders while writing or speaking
differs Humans from Al because the latter
generates texts by operating on the same order
of structures (tokens, lemmas) using the
principle of “guess-the-next-word”.
According to Bender et al., 2021, “LM is a
system for haphazardly stitching together
sequences of linguistic forms it has observed
in its vast training data, according to
probabilistic information about how they
combine, but without any reference to
meaning: a stochastic parrot” (Ibid: 617).

In other words, when prompting or
training a model we should encourage the
LLM to pay attention to the mentioned above
features to gain in naturalness.

However, in psycholinguistic
perspective, the naturalness appears as a set
of expectations that people have from
themselves as Humans. When assessing texts
and deciding who is the author (Human or
Al), people anticipate these expectations
overestimating text features that correspond to
them. Psycholinguistically, naturalness is
conceptualized as a collection of text
features that reveal human ability:

e to formulate complex judgments;
e to merge very different entities on the
basis of fuzzy logic principles;

e to be emotion dominated;

e to be socially sensitive, sometimes af-
fected by logic aberration;

e to be able to give reference to his per-
sonal life.

If we want to generate text with a
maximum of human likeness, we should also
take these pertinent expectations into account
when collecting training data or thinking
about prompting strategies (Wei et al., 2023).

Obviously, there is some correlation
between the concept of naturalness as it is
seen in those two perspectives: linguistic and
psycholinguistic. For example, the
informants’ expectation that Humans produce
more complex thoughts than AI finds its
counterpart in such linguistic features of
human texts as high values of the metrics of
Proportion of elliptical predicate
constructions,  Proportion  of  clausal
complements, Proportion of units capable of
attaching dependent clauses etc. Nevertheless,
there are many expectations manifested by the
informants in experimental study, but still
hardly detectable by text complexity metrics
(e.g. social sensitiveness or fuzzy logic
principles in combining thoughts and words).

7. Conclusion

The conducted research has shown that
in the situation of the permanently growing
power of LLMs, the category of text
naturalness needs to be revised. Nowadays,
when thinking about naturalness, we mean
such text properties which are “inalienable”
from Humans, properties which are derived
from human nature in itself and cannot be
imitated by Al

To define text naturalness in such
context, we created a parallel corpora of
human-written film reviews and reviews
generated by using prompts from the written
reviews; to compare corpora, we applied a
formal metric of text diversity, a set of metrics
of text complexity and we organized a
psycholinguistic ~ experiment by inviting
informants to assess text naturalness, to label
each text “written” or “generated”, and to
articulate their introspective intuitions about
text naturalness features.
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Our comparative analysis of text
complexity metrics in written and generated
texts didn’t demonstrate any absolutely
significant differences in metrics values.
However, by summarizing the majority of
discrepancies  existing between values
obtained in two compared subcorpora, we
gave a definition of naturalness as a text
category: it is a set of text features allowed
by human ability to simultaneously operate

by  first-order  structures (mental
representations) and second-order
structures (words and grammatical

constructions). In practice, such naturalness
manifests itself in more complex and nuanced
syntactic relations between sentence parts,
possibility to vary the level of syntactic
structures completeness, rather high word
diversity, use of sophisticated punctuation.

Taken as a psycholinguistic category,
naturalness can be perceived as a set of
intersubjective  expectations based on
autostereotypes that Humans privilege
while thinking about themselves: some of
them are true, other — illusory. In practice,
such naturalness manifests itself in linguistic
means to express emotions, to appeal to life
experience, to avoid all kinds of repetitions, to
generate new meanings by using stylistic
devices and implicit links.

The obtained results also showed some
new perspectives in detecting naturalness. The
first interesting thing to do in further research
is to compare how Zipf's law is fulfilled in
natural and syntactic texts. The second
consists in training LLM according to
informants’ intuitions collected in our
experiment and to do another assessment.
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