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Abstract: The study of dialects provides an opportunity to gain an understanding of
the culture and history of a people, which are reflected in language. Dialectal
vocabulary differs from standard vocabulary in terms of both meaning and
pronunciation, as well as word formation and grammatical structures, primarily in
morphology. Similar patterns can also be observed in the Arkhangelsk dialects. The
aim of this paper is to develop a dialect words classifier, which can be used to
identify dialect words within a given text and categorize them into one of the pre-
defined groups. The novelty of this research lies in the lack of an automated system
for classifying dialect words based on Arkhangelsk dialect materials. The article
describes the development of a neural network for dialect words identification and
classification. Dialect words were identified from dialect texts gathered during
dialectological research conducted between the 1960s and the present day. LSTM
(long short-term memory) and CNN (convolutional neural network) architectures are
compared. One of the main challenges in the task of dialect word classification is that
the neural network is trained using a limited amount of data. To overcome these
limitations, we are investigating the possibility of using a bigram-based approach in
addition to the unigram-based words encoding. A trained model that demonstrated
the best results was integrated into our application for dialect words processing and
analysis. Confusion matrix was constructed for the best model which demonstrates
the highest performance for the derivational class and the lowest for the lexical class.
Keywords: Dialect word classification; Natural language processing; Convolutional
neural network; Long short-term memory
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USING CNN AND LSTM NEURAL NETWORKS
FOR ARKHANGELSK DIALECT WORD IDENTIFICATION AND CLASSIFICATION
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Cmamws nocmynuna 29 oxmsaops 2024 2.; npunsama 15 oexaops 2024 2.;
onybnuxosana 30 dexabps 2024 e.

AHHoOTanus: lV3ydyeHHe JUAJIEKTOB IIO3BOJSET COCTABUTH IIPEICTABICHHUE O
KyJbTYypE U HCTOPUHM HApoJa, KOTOPbIE HAXOAAT OTPAKEHHUE B JICKCUKE SI3bIKA.
JlnajekTHas JIEKCHMKA OTIMYAeTCs OT HOPMAarMBHOM KaK 3HAY€HUEM, TaK H
POU3HOUICHUEM, CIIOCO0aMH CIIOBOIIPOU3BOJICTBA M TPAMMATHUECKOH CTPYKTYPOH,
npexnae Bcero Mopdosorueil. IlogoOHble 3aKOHOMEPHOCTH XapaKTepHbl W IS
apXaHreNbCKUX TOBOpOB. Llenp wuccriemoBanust — pas3paboTtarh KiaccUpUKaTop
JUAJIEKTHBIX CJIOB, KOTOPBIM ITOMOXET BBIICIUTH JUAJIECKTHBIE CIIOBA B KOHKPETHOM
3alaHHOM TEKCT€ M OTHECTH MX K OJHOW M3 3apaHee OIIPENEJICHHBIX KaTeropuil.
HoBusHa uccienoBaHuss COCTOMT B TOM, YTO B HACTOSALIEE BpPEMsS OTCYTCTBYET
ABTOMAaTH3UPOBAHHAS CHUCTEMA IS KiacCU(UKAIMK JUATEKTU3MOB, OCHOBaHHAs Ha
Marepuanax apXxaHreJlbCKMX TIOBOpoB. B crarbe omnuceiBaercs pas3paboTka
HEHPOHHBIX CeTe s WACHTU(GUKAIMKA M KIACCU(PHUKAINU TUAIEKTHBIX CIIOB,
U3BJIEYCHHBIX U3 JMAJEKTHBIX TEKCTOB, KOTOpble ObUIM cOOpaHbl BO Bpems
JUAJIEKTOJIOTMYECKUX TPAKTUK, NpoBoAUBIIMXCS ¢ 1960-X romoB mo Hacrosilee
Bpemsi; cpaBHUBatoTCs apxutekTypbl LSTM (Long Short-Term Memory, ueiiponnas
CeTh C JOJrocpouHOi KparkoBpemenHoi namsteio) 1 CNN (Convolutional Neural
Network, ceéprounasi HeiiponHasi ceTb). HeiipoHHas cerTh 00y4aeTcs Ha MajioM
KOJIMYECTBE Marepuasia, 4To SBJISETCS OJHUM M3 OCHOBHBIX OTpaHMYEHUM B 3a7aye
KJIacCU(UKAMKM TUAIEKTHBIX cJI0B. YTOOBI 0O0OWTH 3TH OrpaHUYEHUs, UCCIIELYeTCs
BO3MOYKHOCTb MCIIOJIb30BaTh OMTPaMMHBIN MTOJIX0]T KOJUPOBAHUS CJIOB B JIONIOJHEHUE
K yHurpamMmmHoMmy. OOydeHHass MOJesb, IOKa3aBllas HaWIydllue pe3ysbTaThl,
BCTpOE€HAa B pa3palaTbiBaeMoe MpHIOKEHUE Juisi o0paboTKM M aHauu3a
nuanekTu3mMoB. [ sToi Mozpenu Obla MOCTPOEHA Marpulia OUIMOOK, COIIaCHO
KOTOPOM JIydllle BCEro pacrno3HAIOTCS CJIOBAa M3 CI0BOOOPA30BaTEIbHOM KaTeropuw,
XYK€ BCEro — U3 JIEKCUYECKOM.

KiaroueBbie ciaoBa: Knaccuduxamus nuanektuzmoB; OOpaboTka €CTECTBEHHOTO
a3bIka; CBEPTOUHBIE HEMPOHHBIE ceTH; HelpoHHBIE CETH ¢ NOJITrOM KpaTKOCPOYHOMN
NaMSThIO
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NPUMEHEHWE HEMPOHHbIX CETEM CNN W LSTM
ANA WAEHTUOUKALKKN U KNACCUPUKALUMKU OUANEKTU3IMOB
HA MATEPUANAX APXAHTENBCKWX TOBOPOB
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B BymarkHoOI KapToTeKe,
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KapToukn pasHopoaHbIe, CNOXKHO
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Oby4eHo Heckonbko mogeneit CNN u LSTM
ONA KnaccudprKaumMm AUaneKTHbIX CNoB
Nno BblAeNeHHbIM KaTeropmuam

PesynbTartbl
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KaTeropuu, Xye Bcero —
U3 NIEKCUYECKoM

aBTOMaTM4YeCKM PacnosHasaThb,
obpabaTbiBaTb M aHaNM3MPOBATL

[ (20,64) (128)
| LSTM Layer LSTM™ Layer Dense Layer
Flatien .

Nyuwaa obyyeHHaa mogenb
aoctynHa Ha GitHub

Drapout 0.7

; 7
E’Zj!L!’f’_i('/?t‘"i, ~| 22, =

oty  abe’ i e T
- - ] 0'2:1:'0
o, recsimat 7 7 P Rien)
g ‘Abmoicosodaras) 7Pz | ‘
: " -« /1
HVH'(H bl UHCTPYMEHTDI MceneposaHne BLINOAHEHO HquHbIH W/
MAaNEeKTHOro aHanm3a npu noaAep:ke }
A Poccuiickoro HayyHoro ¢poHaa ;j_t—l? PE BVH bTAT ;;/
RESEARCH RESULT

1. Introduction

Dialectology is a branch of linguistics
that focuses on the study of linguistic
variation within a given language community.
This field of study highlights the richness and
diversity of languages and provides a
fascinating avenue for researchers to explore
dialect phenomena and create dialect corpora.
The study of dialectal features is an important
aspect of modern linguistics, as dialects
reflect cultural and historical aspects of
different regions (Samsitova, 2020).

Dialectisms are linguistic features that
are specific to certain dialects associated with
a particular geographical area. These features
include words, phrases, and expressions that
are unique to that region. The classification of

dialectisms  assists in  organizing the
differences  between regional language
variations, as well as the cultural differences
that are reflected in these variations

(Kornauhova, Goloshtanova, 2022; Kolkova,
2023).

The dialects of a language are numerous
and varied. In some countries, such as Italy,
knowledge of local dialects can help
individuals integrate into society (Shamshin,
2024). In other countries, dialects are actively

utilized in online spaces, including by
younger generations (Zhang, Ren, 2022; Han
et al., 2024).

Therefore, in (Hoyland, Nesse, 2023),
both traditional and more recent classification
methods are examined based on the data of
Norwegian dialects. Depending on the chosen
method, the number of primary dialect
regions varies from 3 to 12. A comparable
study conducted on data from the regional
dialects of Kuzbass permits the identification
of four groups of lexical units that can be
classified as dialectal (Kositsina, 2024). A
character N-gram based dialect classifier is
used in (Buckley, 2021).

The wuse of traditional methods for
dialect research, such as statistical analysis or
dialectometry-based classification approach
(Sciarretta, 2024; Arkhangelskiy, 2021),
requires a significant amount of manual
effort. In order to ensure high accuracy and
effectiveness in automatic dialect
classification, it is necessary to employ
sophisticated approaches such as neural
networks.

The study of dialects using neural
networks has been conducted by numerous
researchers. Novel approaches to the
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automatic classification of dialects, based on
various technologies and neural network
architectures, have been proposed. The
authors of (Kethireddy et al., 2022)
experimented with representations of features
in order to capture the intrinsic articulatory
differences between dialects. Researches
(Themistocleous, 2017;  Themistocleous,
2019; Alali et al., 2019) focused on using the
acoustic  characteristics of speech to
distinguish  dialects. Two classification
approaches were proposed by the authors,
comparing a deep neural network with
Support Vector Machines, Random Forests,
and Decision Trees. In Russia, oral speech
corpora such as the corpus of Udmurt dialects
(Vernyaeva, Zhdanova, 2023) are also used.

It is important to recognize dialects not
only by their sounds, but also through their
written form. In (Alali et al.,, 2019), an
investigation into the application of a
convolutional neural network for the
classification of Arabic dialects was
conducted. A detailed study of the use of
various architectures, simple and complex
classifiers such as Support Vector Machine
and Deep Neural Networks, in relation to
Arabic dialects, is presented in (Azim et al.,
2022). 1t was demonstrated that convolutional
neural networks on the proposed material
outperform other classifiers in terms of
accuracy, recall, and F1-score metrics.

Different approaches are wused to
increase performance of classifiers. The
authors of (Ye et al., 2019) proposed an
ensemble learning method for dialect
classification, in which three models are used
to classify dialects and the final decision is
determined by voting. The GRU, CNN and
DNN models are used to build an ensemble.
This method makes dialect classification more
precise and amplifies the initially low
accuracy.

Large amount of data allows researchers
to use powerful tools like transformer
architecture. In (Laith, Kang, 2023) the
authors demonstrate the transformer usage on
the material of Arabic dialects and suggest an
approach to dissecting sentiment in conditions

of limited available resources. The proposed
model demonstrates better performance than
empirical findings. A similar study was
conducted in (Adel et al., 2024).

More often than not, dialect data is not
enough to wuse transformers and similar
architectures. To train neural networks using
other architectures, a significant amount of
dialectic data is also required. Therefore, it is
necessary to collect additional datasets. New
methods are proposed to achieve this goal.
For instance, in (Yamani et al., 2024) the
authors describe a collaborative approach for
gathering high-quality textual data. In
(Kuparinen, 2024) the author utilizes
messages from forums that distinguish
between standard Finnish and dialect
variations.

On the other hand, dialect words may be
defined as those that are not part of the
model's vocabulary. The task of identifying
and categorizing such words, although
challenging, is essential for the practical
application of models in real-world scenarios.
For instance, in (Huang et al., 2024) the
authors explore the significance of out-of-
vocabulary  words in  LLM-powered
recommendation systems.

Dialect  studies involve  various
methods, ranging from traditional statistical
analysis to more advanced techniques such as
neural networks. The number of primary
dialect regions may vary significantly
depending on the method used, as
demonstrated in the studies on Norwegian and
Kuzbass dialects. Traditional methods require
significant manual effort, while neural
networks offer a more automated and
potentially ~ more accurate  solution.
Researchers have explored various neural
network architectures and techniques to
classify dialects based on both acoustic and
written data. On the one hand, Convolutional
Neural Networks (CNNs) have shown
promising results in dialect classification,
outperforming other classifiers in terms of
accuracy, recall, and F1-score. On the other
hand, Long Short-Term Memory are
specifically designed to handle sequential
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data, which is common in natural language
processing tasks. Dialects often have unique
patterns and sequences in their phonetic,
grammatical, and lexical structures that can be
effectively captured by LSTMSs. Our idea is to
compare the architectures of CNN and LSTM
networks on the task of classifying
Arkhangelsk dialects, given that the dataset is
limited in size.

In the present study, we employ a
corpus of dialect data from the Arkhangelsk
region, which has been collected since the
1960s as part of a larger dialectological
fieldwork project in the area and is currently
archived in a card catalogue.

The aim of this paper is to develop a
dialect words classifier, which can be used to
identify and categorize dialect words within a
given text. The novelty of this research lies in
the lack of an automated system for
classifying dialect words based on
Arkhangelsk dialect materials. The practical
significance of this study lies in the possibility
of applying the technique to analyze dialect
material collected not only in the Arkhangelsk
region, but also in other areas, provided that
the necessary data is gathered and the neural
network is fine-tuned accordingly.

2. Methods

In the study, we employed such methods
as analysis and synthesis. We analyzed
various components of convolutional neural
networks (CNNs) and long short-term
memory (LSTM) neural networks, including
LSTM, convolutional, max pooling, flatten,
and other layers, as well as the connections
between them. We also examined their
architectures and functional characteristics.
Based on this analysis, we synthesized these
components to develop a model that can
identify and classify dialect words.

Furthermore, the study incorporates a
computer-based experiment, which entails the
utilization of software and models for the
simulation of actual processes and systems. In
the study, we conducted experiments using
various neural network architectures in order
to determine which combinations yield the

most effective results for the detection and
classification of dialect words. Next, the
machine learning technique was applied to
specific models and subsequently tested to
evaluate the quality of the results.

The results of the experiment were
subjected to statistical analysis and evaluated
using a range of metrics to assess the quality
of the model, including accuracy, precision,
and F1 score. A comparative method was
employed to evaluate the performance metrics
of various neural network models, with a
view to determining their relative
effectiveness in the task of identifying and
classifying dialect words.

2.1 Dataset

The data collected during
dialectological fieldwork is stored in the form
of a card index, which consists of specially
designed catalogue cards. Each dialect card
includes a specific word, along with any
necessary emphasis, softening, or brevity
markers. Additionally, where possible, there
are examples of the word’s usage, an
explanation of its meaning, the geographical
location in the region where it was recorded
and some other relevant information.

Examples of dictionary cards are
illustrated in Figures 1 and 2.

The card features the word “Pristupok”
(Figure 1a, Russian: «/Ipucmynok» which
means “Step”) and provides essential
information  regarding its grammatical
characteristics (Figure 1b), namely, that it is a
masculine noun in the nominative case. The
definition is: “the prominent part of the
staircase, which leads to the Russian stove”
(Figure 1c). There is an example of usage
“when going to climb the stove to whitewash,
then stand on the step” (Figure. 1, d, Russian:
<<HOJl€3y neds 56]ltll’l’lb, mak ece HA
npucmynok  (6)cmary»). The card was
recorded in the village of Avtomonovskaya,
Ustyansky District (Figure 1e), according to
informant Puginskaya A.N., born 1905
(Figure 1f). The text on the card is
accompanied by an image of the subject
matter (Figure 1g), which was created by a
collector of local dialect material.
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Figure 1. Dictionary card from the Ustyansky District. Sections: a — word, b — explanation, ¢ —
grammatical features, d — example, e — illustration, f — location, g — dialect card source
Pucynok 1. J/[uanektHas kapTouka U3 YCThSHCKOTO paiioHa. Pa3nensl: a — cioBo, b — TonkoBaHue,
C — I'paMMAaTUYCCKHUC XapPAKTCPUCTUKHU, d - npumMep yHOTpe6J'IeHI/I}I, € — WJIIOCTpanusd, f — mecto

cOopa, g — UICTOYHUK TUAJIEKTHOW KapTOYKH
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The same word can be used in different
areas and, accordingly, have different
meanings. Figure 2 illustrates the same word
“Pristupok” with a different meaning, as the
material was collected in a different area of
the region.

It may be noted that the cards have a
similar overall design, although there is no
clearly defined arrangement or organization
of fields. The specific details may vary
slightly from one instance to another. For
example, the first card contains the personal
details, such as their name and date of birth,
while the second card includes information
about the collector and the date when the
material was collected. Also there are
differences among the specified grammatical
characteristics. In the first card, the
grammatical gender and case of the given
word are specified, while the second card
only indicates the part of speech of the given
word. Some cards contain the complete names

of districts and human  settlements,
whereas others contain abbreviated versions.
Several cards include illustrations of the
relevant objects, while the majority of
cards do not contain any illustrations.

All of the above factors make it
challenging to automate card processing
through the use of computer vision
technologies.

The current dataset of dialect materials
was manually assembled using a custom-
developed application called “Kopilka
slov” (Russian: «Konunxa cros» which means
“A Piggy Bank of Words”) (Shurykina,
Latukhina, 2023). The application and its
operation are described in greater detail in
(Shurykina, Latukhina, 2024). The collected
words are also incorporated into the materials
of the dictionary (Nenasheva, 2023). The
dictionary and its digital counterpart are
described in further detail in (Nenasheva,
Shurykina, 2024).
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Figure 2. Dictionary card from the Pinezhsky District. Sections: a — word, b — explanation, ¢ —
grammatical features, d — example, e — illustration, f — location, g — dialect card source
Pucynok 2. J/IlnanexktHas kaprouka u3 [ImHexxckoro pairiona. Paszmensl: a — cioBo, b — ToIKkoBaHwME,
C — TpaMMAaTUYECKHUE XapaKTepPUCTHKHU, d — mpuMep ymoTpebieHus, e — wunoctpanus, f — mecto

cbopa, g — UICTOYHHK JAUAJIEKTHON KapTOUKH

a P C

Tormgpon | setossices crpnesce papey

f?lzoqouu Z gouc |Plege.)

d C/ta/tad/fl @/g‘gm NeCrreob ’éL//bQ: & ono/evc’e
rrucm oy now
e AV
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A total of 1,387 dialect words have been
manually classified by experts. For the
purposes of classification, we have identified
four categories of dialect words based on their
distinctive features: phonetic, grammatical,
derivational or word-formational, lexical.
Researchers use similar categories when
solving practical problems. For instance, in
(Karbysheva, Radchenko, 2020), dialect
words are translated into a foreign language
using the similar categories within that
language.

Let us examine the four categories in
more detail:

— Phonetic — dialect words that reflect
the characteristics of the sounds in the
dialect’s phonetic system, capture the nuances

g 4/&%@////{
m&m/é. g,7‘

ALCRO .,

in pronunciation that differentiate one dialect
from another. There are 293 phonetic units.

— Grammatical — dialect words that
highlight the peculiarities of the dialect
grammatical  structure,  which include
variations in syntax, morphology, and other
grammatical features that set the dialect apart
from the standard language (118 grammatical
dialect units).

— Derivational or word-formation —
dialect words that differ in its structure from
literary language words and involve unique
word-formation processes that are specific to
the dialect, such as affixation, compounding,
and other morphological changes (561
derivational units).
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— Lexical — local terms for subjects and
phenomena specific to the dialect (415 lexical
units).

It can be observed that the classes are
not balanced. It is not feasible to balance the
sample due to the following reasons:

— Reducing the size of the classes would
result in a significant loss of information,
which is already scarce.

— Increasing the sample size is
challenging given the lack of available data.

— Generating new dialect data for the
purpose of expanding a dataset can be
challenging for several reasons.

Let us examine these reasons in greater
detail.

Firstly, dialects frequently exhibit
unique lexical, phonetic, and grammatical
characteristics that are challenging to replicate
using automated methods. These features may
include  specific  vocabulary, phrases,
pronunciation patterns, and grammatical
structures that are not easily formalized.
Secondly, the presence of dialect features in
text is often contingent upon contextual and
cultural factors, the influence of which can be
challenging to account for in the process of
text generation. For instance, certain phrases
or words may only be used in specific
contexts or social settings. Thirdly, a
significant amount of high-quality data is
required in order to generate high-quality
examples of dialect text. Collecting a
sufficient number of examples of dialect text
to train a model may be a challenging task.
Additionally, dialects may vary significantly
even among members of the same region or
social group. Thus, in (Nenasheva, 2021)
several names are provided that are used to
refer to the concept of “clasp” (Russian:
«3acmexckay) in the Russian vernacular:
“zastebka, zashhepka, zastezhnica, zaporina,
zaporinka, babka, gapel’ka, gaplik, zaboloka,
ostebka” (Russian: «zdcmebka, 3dwenka,
sacmesicHuya, 3anopuHa, 3anopuHka, 66161(61,
2dnenvka, 2dniuk, 3dbonoka, ocmebka») and
others. Examples of dialect words that are
used to refer to word “button” that are
homonyms of commonly used words with

different meanings: “blyashka” (Russian:
«omsuuxa» With meaning of “metal plate” or
“plaque on the surface of the skin, tissues, and
walls of blood vessels”), “bant” (Russian:
«banmy» With meaning of “decoration made of
ribbon, braid, etc., knotted with loosely
released loops or fastened with a buckle™),
“bantochka” (Russian: «bammoukay),
“kostyashka” (Russian: «xocmswka» With
meaning of “protruding joint” or “small bone
product”), “kostyanka” (Russian:
KKOCTSIHKQY), “plashchik” (Russian:
«naawuk» 1S a diminutive of “raincoat”),
“puga, pugitsa, puglitsa, pugolka, puvichka,
pubochka” (Russian: «nyea, nyeuya, nyenuya,
nyeonka, nysuuka, nyboukay»). However, the
words for buttons may not apply to all buttons
as a whole. The word “klyapyshek” (Russian:
«kasnviumex») 1S used in Vladimir dialects to
refer to buttons on a coat or jacket, not on a
shirt.  “Kuzik” (Russian:  «xysux») iIn
Smolensk, Bryansk, Kursk dialects means “a
metal button”. “Mastashka” in Voronezh
dialects — “a bone button”. Dialect diversity
and variation in word usage are also observed
in other Russian dialects (Smetanina, lvanova,
2020). Finally, dialects may differ
significantly from the standard form of a
language, even to the extent that some argue
for considering them as separate languages
(Mutalov, 2020; Purtova, 2023).

Assessing the quality of generated
dialect text may also be challenging, as it
requires appropriate  qualifications and
expertise in dialects. In other words, it is
necessary to involve experts or native
speakers of the target language in order to
evaluate the accuracy and fluency of the
generated content, which can be a laborious
and costly process.

2.2 Neural networks architectures

Following architectures are preferable
for natural language processing (Ye et al.,
2019):

— transformers;

— networks with long short-term
memory;

— convolutional neural networks.
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Transformer neural networks are
designed for processing full-length text
fragments and may be challenging to
implement. Additionally, transformers require
large volumes of text for training (Laith,
Kang, 2023; Devlin et al.,, 2019). Neural
network models based on long short-term
memory (LSTM) are better suited for
processing sequences of text, as they function
effectively with sequential data, rather than
individual words. Convolutional neural
networks (CNNSs) can process words at the
character level, taking into account the
position of each character within a word.
Furthermore, CNNs have a simpler
architecture and require less computational
resources compared to LSTM networks,
making them potentially more convenient for
use in certain applications (Sainath et al.,
2015; Ye et al., 2019).

It should be noted that the lack of
contextual information in the problem-solving
process is a limitation, but the type of word
does not depend heavily on context. In these
cases, a convolutional neural network can be

Figure 3. Convolutional neural network architecture

used, which works directly with the structure
of the word without relying on its context.

There are two methods for converting
words into a vector representation: unigram
encoding and bigram encoding. Unigram
encoding involves creating a dictionary in
which each character is mapped to a vector of
zeros and ones. In contrast, bigram encoding
uses pairs of consecutive characters. The use
of bigram encoding allows for the
consideration of combinations of characters,
enabling us to obtain more information about
a word’s structure and features. However, the
data encoded using bigrams may contain
redundant information and be more
challenging to process.

To determine the most suitable neural
network for our purpose, we developed,
trained, and compared four different neural
network models. Specifically, we utilized
convolutional neural networks (CNNs) and
long short-term memory (LSTM) networks,
each operating on both unigrams and bigrams.

The CNN architecture used in this study
is illustrated in Figure 3.

Pucynok 3. Apxutektypa cBepTOUYHON HEHPOHHOM ceTn

Input Layer
[(20, 33]]

b

Convolutional Layer
1 Dimensional

18, 64
(18, }\r

MaxPooling Layer
1 Dimensional

Convolutional Layer (16,64)

1 Dimensional

The convolutional neural network
comprises an input layer, a series of one-
dimensional convolutional layers (ConvlD),
and a series of max-pooling layers

Convolutional Layer
1 Dimensional

G, 128
(®. }\r

MaxPooling Layer
1 Dimensional

Convolutional Layer
1 Dimensional (2, 128)

Flatten
Dropout 0,7

h 4

Dense Layer

(MaxPoolinglD). There is also a fully
connected layer that operates after the data
has been flattened into a one-dimensional
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array (Flatten) and passed through a dropout
(Dropout) layer.

The input to the network is a sequence
of words from a dataset, each of which has
been transformed into a two-dimensional
matrix with dimensions equal to the
maximum possible word length and the size
of the dictionary. We assume that the
maximum word length is 20 characters. The
maximum word length in the provided dataset
is 14 characters. For the sake of model
scalability, six additional characters have been
added.

The size of the vocabulary depends on
the specific approach used.

For the unigram approach, the
dictionary comprises the Russian alphabet
without the letter «é», and a padding symbol.
Each letter in the word is represented as a
vector of length 33, where each position
corresponds to one of the dictionary
characters. For each letter, the position
corresponding to this letter has a value of 1,
and all other positions have a value of 0. For
the bigram approach, the dictionary contains
1156 combinations of characters (the same 32
letters, specific start and end tokens, 34
squared because of multiplication principle),
and a padding symbol. In this case, each letter

Figure 4. LSTM neural network architecture

in the word is also presented as a vector, but
with a length of 1157.

Convolutional layers use a filter to
emphasize significant aspects of the input
data. This filter is a one-dimensional array of
weights that slides over the input data,
performing a convolutional operation. During
this process, the filter multiplies each element
of the input data by the corresponding weight,
and then the resulting products are summed to
form an output value for each filter position.
During the training of the neural network, the
parameters of the filter are tuned to optimize
its performance. We have used the RelLU
activation function on these layers as the most
effective (Ramachandran et al., 2017). The
Max Pooling layer reduces the dimensionality
of the data while retaining the most
significant features. It takes the maximum
value from each section of one-dimensional
data and passes it to the next layer. The
Flatten layer transforms the data obtained in
the previous stages into a one-dimensional
representation. After that we remove the least
significant ones using the Dropout layer and
predict the outcome on a fully connected
layer.

The network implemented with long
short-term memory architecture is depicted in
Figure 4.

PucyHok 4. ApxuTekTypa HEMPOHHOMN CETH C JOITOCPOYHON KPAaTKOBPEMEHHOU MaMSITHIO

(20, G4) (128)
Input Layer
[(20, 33)] » LSTM Layer 4’{ LSTM Layer H Dense Layer
Flatten

The long short-term memory network
(LSTM) consists of two layers, each
containing a long short-term memory unit.
These units are specialized for the efficient
processing of sequential data, as opposed to
the convolutional layers and max-pooling
techniques wused in convolutional neural
networks. The main components of an LSTM
unit include:

1. The cell state maintains information
transmitted across the network and is updated

Dropout 0,7

at each step, based on the input data and the
current status of the gates.

2. The input gate determines which
portion of the new information is added to the
memory unit.

3. The forget gate decides which portion
of information from the previous state of the
memory unit should be erased.

4.The output gate controls which
portion of information from the memory unit
will be transferred to the subsequent stage.
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LSTM layers allow you to save
important data and forget unnecessary ones,
which makes them a powerful tool for
processing sequential data, including text
(Sainath et al., 2015).

3. Results and Discussion

The following metrics are employed to
assess the quality of models: accuracy,
precision, and F1-score.

Accuracy is a measure that indicates the
proportion of correct classifications among all
examples. It reflects the model’s ability to
predict classes. The closer the accuracy is to
1, the better the model’s predictive ability.

TP+ TN
TP+ TN+ FP+FN

Where TP (True Positive) is the number
of correctly classified positive instances, in
this case, TP refers to the number of dialect
words that were correctly assigned to a
specific class, for which accuracy is
measured,

TN (True Negative) is the number of
correctly classified negative instances, in this
case, TN is the number of dialect words that
were correctly assigned to any class other
than the specific class, for which accuracy is
measured,

FP (False Positive) is the number of
incorrectly classified positive instances, in
this case, FP is the number of words that were
incorrectly assigned to a specific class, for
which accuracy is measured,

FN (False Negative) is the number of
incorrectly classified negative instances, in
this case, FN is the number of words that
were incorrectly assigned to any class other
than the specific class, for which accuracy is
measured.

Accuracy allows us to evaluate the
overall performance of the model, particularly
when the classes in the dataset are balanced.
If the classes are not well-balanced, accuracy
may Dbe an inaccurate measure of
performance, as it does not take into account
the uneven distribution of the different
classes. For instance, if there are 100 dialect

Accuracy =

words in a dataset used to evaluate a model,
and 90 of these belong to the word-formation
category and 10 belong to the phonetic
category, the accuracy metric will be 0.9 even
if the model assigns all words to the word-
formation category.

To determine how infrequently the
model makes errors in incorrectly classifying
objects, a precision metric is utilized.
Precision is a metric that measures the
proportion of accurately classified positive
instances from the total number of classified
positive instances. In our study, it is the
number of dialect words correctly assigned by
the model to a particular class, divided by the
total number of words assigned to that class
by the model.

TP
TP +FP

Recall is the proportion of correct
positive classifications among all positive
instances, i.e., the number of dialect words
correctly assigned to a specific class by the
model, divided by the total number of dialect
words in that class.

TP
TP+ FN

Recall differs from Precision in that
Precision considers the positive instances that
are correctly classified by the model, whereas
Recall assumes the use of true classes as
defined by experts.

The F1-score is a metric that represents
the harmonic mean between Precision and
Recall. It takes into consideration both the
Precision and the Recall of a model, making it
a useful tool for evaluating its performance,
particularly when the classes in the dataset are
not balanced.

F1l

Precision =

Recall =

B 2 Precision - Recall

Zcore —

Precision + Recall ~

The results of the model training are
presented in Table 1. The table displays the
values of accuracy, precision, recall and F1-
score metrics on the test dataset, as well as the
training time.
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Table 1. Model training results
Ta6smua 1. Pesynsrarel oOyueHus Moaenei

Architecture Accuracy Precision Recall F1-score Time of
training, S.
CNN 0.39 0.69 0.58 0.63 33.8
LSTM 0.35 0.65 0.58 0.61 146.7
CNN, bigrams 0.34 0.62 0.38 0.47 42.2
LSTM, bigrams 0.43 0.65 0.44 0.52 174.2

The unigram convolutional neural
network model demonstrates the highest level
of accuracy. It also trained in the shortest
period with a sufficiently high level of F1-
score, which reflects both precision and recall.

The confusion matrix is a valuable tool
for assessing the performance of a classifier. It
demonstrates how frequently the classifier
misclassifies objects from one class as
belonging to another. The confusion matrix is
a table where the rows correspond to the true
classes and the columns correspond to the
predicted classes. The values in the matrix

Figure 5. Confusion matrix
Pucynok 5. Marpuna oumbok

Phonetic

Derivational -

True

Lexical -

Grammatical -

cells represent a subset of the instances that
were assigned by the neural network to the
column class, despite the fact that they
actually belong to the row class. Therefore,
the values along the main diagonal represent
the proportion of instances that the neural
network has classified correctly. The higher
the calculated value of the fraction, the greater
the intensity of color in the cell.

Figure 5 illustrates the confusion matrix
for the unigram convolutional neural network
model.
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Let us consider the example of word-
formation dialect words. The lightest cell in
the intersection of the Derivational row and
Phonetic column, with a value of 0.04,
indicates that only 4% of word-formation
dialect words were erroneously classified as
Phonetic. On the other hand, the darkest cell,
which is situated in the same row as the
intersection with the Derivational column,
represents the proportion of instances that the
model classified correctly.

The model demonstrates the best
performance in the largest class — derivational
class (63%). The accuracy for other classes is
lower, but it is still possible to determine their
categorical membership with a reasonable
degree of certainty (44% for phonetic
category and 46% for grammatical category).

Most often, the classifier misclassifies
phonetic dialect words with grammatical
(26%), word-formation dialect words with
lexical and grammatical features (17% each),
lexical dialect words with grammatical dialect
words (29%), and grammatical dialect words
with phonetic dialect words (18%). The

majority of the errors are due to the
classifier’s tendency to assign words to a
particular word-formation category. This is
caused by the predominance of word-
formation class objects in the training dataset.

The trained unigram convolutional
neural network model has been integrated into
the developed application in order to facilitate
the process of working with dialect variations.
This integration is described in greater detail
in (Shurykina, Latukhina, 2024). A researcher
enters a list of dialect words into the
application and initiates the classification
process. As a result, the dialect variants are
separated into multiple categories, each
category corresponding to a previously
defined class. The last category is reserved for
words that the CNN was unable to classify
unambiguously. If necessary, the researcher
can subsequently rearrange the position of
words in the final category by dragging them
to their desired location. The resulting
categorization can then be saved for future
reference (Figure 6).

Figure 6. Graphical interface for the dialectism classifier
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Based on the classification results, we
can create a pie chart that demonstrates the
proportion of words in each class based on the

final distribution. Figure 7 illustrates an
example of such a pie chart.
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Figure 7. Pie chart of classes distribution

Pucynok 7. Kpyrosas nquarpamma pacrnpeziesieHus: KJIacCoB

The above pie chart shows that slightly
more than a third of the words are dialectal in
the collected dataset. Almost half of these are
phonetic dialect words, 22% of dialect words
belong to the lexical category and 20% are
derivational, least of all (4.8%) are
grammatical dialect words. Also 6% of dialect
words are auxiliary.

The trained model has been published
on GitHub*.

4. Conclusions

Neural networks have been widely used
for the identification and classification of
dialect words; however, no relevant research
has been conducted on the material from the
Arkhangelsk dialect before.

The classifier developed as a result of
the research makes it possible to automate the
processes of identifying and classifying
dialect words with an accuracy of up to 63%
for the derivational category. The accuracy

1 Arkhangelsk Dialect Classifier (2024), available at:
https://github.com/oat4cat/arkh_dialect_classifier
(Accessed: 05.12.2024).

Grammatical

4.8%
/ Auxiliary

6.6%

Derivational
20.0%

!

Lexical
22.7%

can be further improved through additional
training on more dialect data. It is also
possible to enhance the recognition of dialect
words from the grammatical perspective.
Grammatical dialect words are words of the
literary language that conform to an incorrect
pattern (e.g., CMbIUDY, «pebeHKos,
«nonrwemay). Therefore, they can be detected
using existing morphological analysers, such
as pymorphy2. The word distribution
produced as a result of classifier operation can
be applied for further dialect investigation or
for model training.

It is planned to apply the above
approaches in future research. The expansion
of the dataset by incorporating dialect
material will represent the most significant
enhancement. It is also planned to further
experiment with more advanced neural
network architectures. The solution can be
extended by training the model with dialect
materials from various regions.

The developments described in the
paper, and similar ones, will significantly
reduce the amount of manual labour required

HAYYHBIHW PE3YJIBTAT. BOITPOCHI TEOPETUYECKOH Y ITPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS



Hayunblil pesyremam. Bonpocst meopemuyeckoil u npukaadnotl aunzeucmuxku. T 10, Ne4 2024 121
Research result. Theoretical and Applied Linguistics, 10 (4). 2024

for the pre-processing of dialect research
material.
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