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Abstract. An ever-increasing need for quality textbooks and objective linguistic
expertise encourages more intensive research into complexity of academic discourse.
The current research focuses on lexical density viewed as an effective complexity
predictor and defined as the ratio of content words per number of words in a text.
Being predominantly quantitative, the study also examines dynamics of Flesh-
Kincaid grade levels and ratios of parts of speech across 12 Science and Social
Studies textbooks taught in Grades 7 — 12 of American schools. The analysis shows a
consistent pattern of strong positive growth of nouns and adjectives across grade
levels, while lexical verbal elements slightly decrease across the textbooks. The total
adverb count changes slightly, and its movement vector depends on the discourse: it
rises in Social Studies textbooks and is stable in Science textbooks. This
multidirectional movement of components in Lexical density structure explains its
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marginal increase across the grades in Science and Social Studies discourse. The
findings indicate discourse sophistication increase realized predominantly in text
nominalization. We also discuss challenges which nominalization presents for
comprehension of academic texts by readers and suggest that provided with reference
values of text complexity features, educators receive a reliable tool to select reading
texts and assess their suitability for target learner groups. The findings can be
beneficial for textbooks authors, exam material developers and discourse researchers.
Keywords: Lexical density; Readability; Text complexity; Textbooks; Science;
Social studies
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AnHorauus. [TocrosHHO pacTtymias morpeOHOCTh B KAaUECTBEHHBIX Y4YeOHUKaX M
OOBEKTHUBHOM JIMHIBUCTHUYECKOH SKCrepTuse nolyxkaaeT HcciemoBareneil k Oomee
MHTCHCUBHBIM  MCCIEIOBAaHUSAM  CIOXHOCTH  aKaJeMHUUYECKOro  JIHMCKypca.
[IpencraBiieHHOE HCCIEAOBAHUE MMEET LIEJIBI0 M3YyUYEHUE JIEKCUYECKOH IUIOTHOCTH,
TPaKTyeMOil aBTopaMH Kak 3(P(EKTUBHBIA NPEAUKTOP CIOKHOCTH TEKCTa U
pacCcCYMTHIBAEMbI COOTHOLICHHEM CJIOB 3HAMEHATEJIbHBIX YacTe peun K oOIiemy
KOJIMYECTBY CJIOB B TekcTe. MccnenoBaHue TakkKe HALEJIEHO HA U3YYeHHE TMHAMUKU
u  Koppemsiuuu wuHACKca Dnema-KuHkeina (4uTabenbHOCTB) € JIEKCHYECKOM
IUIOTHOCTBIO B TeKCTaxX 12 y4eOHMKOB MO €CTECTBEHHBIM M OOIIECTBEHHBIM HayKaM,
npenojaBaeMbiM B 7—12 kjlaccax amMEepUKaHCKMX WIKOJ. AHAJINA3 TOATBEPINI
TEHJCHLIMIO  CHWJIBHOTO  IIOJOXKHUTEJIBHOTO  pOCTa  CYLIECTBUTENBHBIX U
MpPUIAraTebHbIX W CHUXKEHUE KOJIMYECTBA JIEKCMYECKUX [JIArojioB BO BCEX
yueOHuKax. CyMMapHO€ KOJMYECTBO HapeUMil MEHSETCS HE3HAYUTENIbHO, a BEKTOP
€ro JBIDKEHHUS 3aBHCHT OT JUCKypca: B Y4eOHHMKaxX IO OOIIECTBO3HAHUIO OHO
YBEIIMYMBACTCS, @ B yUCOHHKAX IO €CTECTBCHHBIM HAayKaM OCTAeTCSl CTAOMIbHBIM.
OTO pa3HOHANPABICHHOE [IBUJKEHHE KOMIIOHEHTOB B CTPYKTYpE JIEKCHYECKOM
IUIOTHOCTH OOBSICHSIET €€ He3HAUNTEIIbHOE YBEINYCHUE B IUCKYPCE €CTECTBEHHBIX U
COIIMAIBbHBIX HAYK MO MEpe UX yCioxkHeHus: oT 7 Kk 12 kmnaccy. [lonyyeHHble qaHHbIE
CBUJICTEJILCTBYIOT O TIOBBIIIEHUHM CIOXKHOCTH JMCKYpca, peau3yroIIeMcs
MPEUMYIIECTBEHHO B HOMMHANIW3allMd TeKcTa. B cTarbe Takke oOCyx)aaercs
npobsemMa 3HauMMOCTH HOMHHAJIM3ALMU Ul [MOHUMaHUS aKaJeMHUYECKUX TEKCTOB.
[Ipenmnaraempie yuTarensimM pedepeHTHbIE 3HAYCHHUS TPETUKTOPOB CIIOKHOCTH TEKCTa
JUISL U3y4aeMbIX KJIACCOB M JIUCKYPCOB MOTYT SIBUTHCS HAaJ€KHBIM HHCTPYMEHTOM
npu BbIOOpe Y4YeOHBIX TEKCTOB JUIsl LIEJeBBIX Ipyln oOyuarommxcs. Pesymbrarsl
UCCJIEJIOBAHUS TaKXe MOTYT OBITh MOJIE3HBl aBTOpaM Y4YEOHMKOB, pa3zpaboTurKaMm
9K3aMEHALIMOHHBIX MATEPUAIIOB U UCCIIEI0BATENSAM IUCKYpCa.

KiroueBble ciaoBa: Jlekcnyeckass miI0THOCTE, UnrabeabHoCTh, CII0KHOCTh TEKCTA;
VYuebnuku; EctecTBoznanue; O01ecTBO3HaHNE

Nudgopmanus s wurupoBanus: ['muaumarymnuna I M., Conssiuknaa M. 1.,
KynpusinoB P. B., 3uranmmba Y. P. Jlekcuueckass TUJIOTHOCTh Kak MPEIUKTOP
CIIO)KHOCTH (Ha Marepuaje y4eOHHKOB 10 €CTECTBO3HAHUIO U OOIECTBO3HAHUIO) //
Hayunblii pe3ynbrar. Bornpockl TeopeTnyeckol U NpUKIaAHON JIMHTBUCTUKHU. 2023.
T.9.Ne 1. C. 11-26. DOI: 10.18413/2313-8912-2023-9-1-0-2

Introduction

The problems of text complexity and
text comprehension have been in the focus of
numerous researchers for a number of
decades. Modern transdisciplinary research
into text comprehension views rigorous text
leveling based on its complexity as the core of
successful reading and learning (Solnyshkina,
Harkova, Kazachkova, 2020). Benefits and
advantages of leveled reading as a strategy of
assigning children to books that match their
reading skills have been substantiated by
hundreds of studies. Popular text leveling
systems, including Lexile, Guided Reading
Level, Developmental Reading Assessment,

Accelerated Reader and Scholastic Reading
Levels (de-la-Pefia, Luque-Rojas, 2021) rely
on two main ideas: (l)a text presents
challenges related to its informative/ cognitive
and linguistic features; (2) a reader employs
his reading skills at best when the reading
stimuli lie within his zone of proximal
development (Vygotsky, 1978). Therefore,
reader/text matching algorithms imply
assessment of text complexity and readers’
fluency, accuracy and comprehension
abilities. While the existing approaches to
testees” reading abilities estimates are
primarily based on cloze or open tests and
assess how well a testee comprehends levels
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of meaning, idea, composition and language
conventionality (Fox, 2009), concepts on text
complexity assessment are plentiful and vary
depending on the range of the text features
considered. Since manual procedures of text
complexity features measurement present
numerous difficulties, researchers encourage
development of machine analysis and NLP
tools, which are expected to provide accurate
text features estimates and compete with
analysis conducted by humans (Khurana,
Koli, Khatter, 2023).

Validated text complexity predictors
and their significant correlations build a
theoretical ~ foundation  for  designing
sophisticated text profilers which are capable
of defining vocabulary levels of reading
stimuli, producing customizable word
frequency lists!, identifying text complexity
and aligning it with a category of readers?.
The idea behind a text profiler is the dialogic
nature of a text since a text is always
addressed to a specific reader and as such can
and should be aligned to a category of
readers, i.e. ‘profiled’. Once a text is
automatically ‘profiled’, software users
receive access to textual analyses and, which
is more important, its alignment to a category
of readers. As for categories of readers, they
are typically identified and presented either
based on the number of years of formal
schooling/ grades (readability formulas) or
vocabulary acquired (Lexile.com).

The growing number of studies on text
complexity published worldwide, has not
exhausted the topic even for the English
language (Solnyshkina, Solovyev, Gafiyatova,
Martynova, 2022). There are still numerous
research niches emerging, one of which we
outline as the impact of lexical density on text
complexity. In this article we explore to what

1 Vocab Profilers, available at:
https://www.lextutor.ca/vp/ (Accessed 20 February
2023). VocabKitchen, available at:
https://www.vocabkitchen.com/home (Accessed
20 February 2023).

2 MultilingProfiler, available at:
https://www.multilingprofiler.net/ (Accessed
20 February 2023).

extent lexical density affects complexity of
English academic texts thus testing the well-
known belief that lexical density predicts text
complexity (Daller, Van Hout and Trefters-
Daller, 2003). For this purpose, we outline the
following research questions:

- RQ 1: What is the range of lexical density
metrics in school Science and Social Studies
textbooks across Grades 7-12?

- RQ 2: How do shares of different parts of
speech vary in school Science and Social
Studies textbooks across Grades 7-12?

- RQ 3: How does lexical density correlate
with readability in school Science and Social
Studies textbooks across Grades 7-12?

The research is conducted to confirm
the hypothesis that lexical density dynamics
in school Science and Social Studies
textbooks slightly differ, and nominalization
index is higher in Social Studies textbooks.

Literature review

Text complexity

As a concept and a notion ‘text
complexity’ can be defined as a complex of
factors affecting and contributing to text
comprehension, in other words, they are a set
of features which make understanding of a
text challenging for a group of people or a
particular person. Quantitative dimensions of
text complexity which are typically measured
by computer software include multiple
features  clustered into  codependent
complexity predictors. (cf. McNamara,
Graesser, McCarthy and Cai, 2014). Over
decades of intensive studies researchers have
proposed  numerous text  complexity
predictors including word and sentence
length, word frequency, abstractness,
syntactic complexity, (Solovyev, Solnyshkina,
McNamara, 2022) lexical diversity or TTR
and a number of TTR modifications (Templin,
1957) including Guiraud’s Index (Giroud,
1954), Corrected TTR (Carroll, 1964), Index
of Herdan (Herdan, 1960, 1964), Maas (Maas,
1972, Tweedie and Baayen, 1998, Trefters-
Daller, 2013); U Notational variant of Maas
(Dugast, 1978; 1979), D score (Malvern,
Richards, 1997) and MLTD original
(McCarthy, Jarvis, 2010).
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Flesh-Kincaid readability formula

The first text indices to be selected and
derived into a formula able to predict text
challenges for readers of different educational
backgrounds were word and sentence length
(Flesch, 1948: 233). The formula based on
these features, the Flesch Reading Ease,
became the first readability formula designed
to select reading material for people of a
certain educational status. Later it was
redesigned to convert readability indices into
school grade levels. At present, there are
more than 50 readability formulae developed
to predict English text complexity (Crossley
et al., 2008). The most common and robust
formula to measure text readability for
mainstream readers is Flesh-Kincaid grade
level score. The input parameters in the
formula are word length and sentence length:

Flesch-Kincaid Grade Level (FKGL)=
0.39 x (Total Words / Total Sentences) + 11.8
x (Total Syllables / Total Words) — 15.59
(Kincaid, Fishburne, Rogers, and Chissom,
1975).

Scholars of text complexity argue that
there are a variety of factors contributing to its
dynamics across grades/readability levels and
types of discourse (Halliday, 2008). As for
specifics of academic discourse, according to
Hyland (2006b: 13-4), its typical features can
be summed up by high lexical density among
two more features, which are, high nominal
style, i.e. nominatization, and impersonal
constructions.

Lexical density

Lexical density was initially studied to
compare spoken and written language (Ure,
1971), interviews and conversations (Zora
and John-Lewis, 1989) and oral exam answers
(O’Loughlin, 1995) to show the difference in
mode or between spontaneous and planned
speech. Later, lexical diversity was used to
define complexity levels in IELTS writing test
papers (To et al, 2013), newspapers,
conversation, academic register (Biber, 2021),
English textbooks (To, Fan, Thomas, 2013),
high school English textbooks (Putra,
Lukmana, 2017), textbooks for junior high
schools (Mulyanti and Soeharto, 2019),

eighth-grade California history textbooks
(Schleppegrell et al., 2004).

The notion and the term of ‘lexical
density’ was introduced by Jean Ure in 1971
(Ure, 1971) as the ratio of the number of
content words per number of running words
(tokens). Content carrying words include
nouns, verbs, adverbs and adjectives.
Prepositions, conjunctions, auxiliary verbs
and pronouns are viewed as non-content
words.

M. Halliday (1985) advocates lexical
density as a text complexity predictor based
on the fact that it relates to the text
information structure and as such contributes
to its complexity. For example, a conversation
has lower lexical density compared to the
written texts. M. Halliday argues that written
language is “more dense” or ‘“‘semantically
loaded”, i.e. lexical density shows ‘“how
closely packed the information is” (Halliday,
1985: 62, 66) or “information package”
(Johansson, 2008). In his seminal work “The
language of science” M. Halliday concludes
that “higher lexical density results in higher
textual complexity” (2004: 83). D. Biber et al.
(2021) claim that linguistic features perform
textual tasks of the two major types: marking
information structure and cohesion specifying
that “text information structure refers to the
way in which referential information is
packaged or presented within clauses, as well
as the way in which clauses are packaged or
presented within texts” (Biber et al., 2021:
42). S.Eggins (2004: 94-95) argues that
conversation is more dynamic with higher
distribution of verbs, linked sequences of
clauses while written language tends to have
higher distribution of abstract ideas linked by
verbs of being in condensed sentences.
M. Halliday (1985; 1993), D. Biber and
B. Gray (2016) distinguish morphological and
syntactic differences affecting complexity of
spoken and formal discourse arguing that
complexity in conversation is clausal, while
academic texts complexity is phrasal and is
primarily presented by nominal phrases.

As lexical density refers to statistical
indices, researchers suggest different ways of
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measuring it. J. Ure (1971) calculates lexical
density as the ratio of the number of content
words per number of running words:

M. Halliday (1989: 67) suggested
measuring lexical density by calculating
lexical items per total number of clauses.
S. Eggins (2004: 97) estimates lexical density
as ratio of content-carrying words per total
number of words in the text. D. Biber (2021)
also calculates lexical density, i.e. the sum of
content words, per text and further normalizes
it per thousand words. The notion of content
or lexical words shared by many linguists
comprises nouns, adjectives, verbs, and
adverbs. M. Halliday (1989: 63), O’Loughlin
(1995) also proposed to take into account
items consisting of more than one word such
as phrasal verbs (to catch up on), idioms (to
kick the bucket) or contractions (they’re,
isn’t).

To the best of our knowledge a
comprehensive study of Flesh Kincaid
readability and lexical density of school
Science and Social Studies textbooks has not
been performed. Fang et al. (2006) examined
indices of lexical density in the 3rd, 5th, and
10th grades textbooks of different subjects: it
was registered as 51% in the fable studied in
the 3rd grade, 53% — in the 5th grade Science
texts, and 59% — in the 10th grade History
texts. Two studies on lexical density progress
were performed on Indonesian English
textbooks used in junior high school (7th, 8th,
and 9th grades) (Mulyanti and Soeharto,
2020) and senior high school (10th, 11th, and
12th grades) (Putra and Lukmana, 2017). The
results indicate increase of lexical density
across the grades. To, Fan, Thomas (2013)
conducted research on four short extracts
from reading passages in four English
textbooks for elementary, pre-intermediate,
intermediate and upper-intermediate levels to
challenge the correlation between lexical

density, readability (Flesch’s Reading Ease
Scale), and text levels. The findings
confirmed that the lexical density level may
increase steadily with the text levels and their
readability, however there was no strong
relation identified between them in the
reading comprehension texts. To and
Mahboob (2019) explored lexical density in
24 texts reading passages from four English
textbooks for elementary, pre-intermediate,
intermediate and upper-intermediate levels
and found increase of lexical density level
from elementary to intermediate level and
slight decrease in upper-intermediate level. As
for the Russian language, the morphological
patterns of academic texts reported in
(Gatiyatullina et al., 2020; Solnyshkina et al.,
2017) demonstrate a significant nominal over
verbal dominance with nouns making 40-
46%, verbs — 12-17%, adjectives — 14%,
adverbs — 4-5% of tokens in the text
(Gatiyatullina et al., Solnyshkina et al., 2017:
398). The research also confirmed a stable
growth of nouns and decrease of verbs in
Biology and Social science textbooks across
grades 5-11.

Material and Methods

Material

The research corpus with the total size
of 2.715.682 tokens comprises two
subcorpora: Science (Biology) and Social
studies (Civics, Government) (see Corpus
Material). Each consists of textbooks for
grades 7 — 12 of American secondary and
high schools and published between 2008 and
2020 (cf. Table 1). As the textbooks under
study are predominantly written for
schoolchildren of more than one grade and as
such are studied for two or three school years
we divided all the texts into three levels based
on the age of the target audience of readers:
Level I — aged 12-14, Level II — aged 15-17,
Level III- aged 18-19.
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Table 1. Corpus Size

Taoauna 1. Pazmep xopryca

Level Number Number of Number Number of Total
Textbook of Textbook of
# tokens tokens tokens
chapters chapters
Science
Level | Science in 13 106285 | Science 24 100631 | 206916
I Focus 71 Green level
grade 7" orade
Level | Biology 34 311207 | Biology On 35 173949 | 485156
I Georgia 10" level 10
grade grade
Level | Biology AP 38 276541 | Biology AP 56 554009 | 830550
111 Campbell
Total 1522622
Social Studies
Level | Civics  in 23 118459 | Civics 28 145100 | 263559
I Practice 7 Today 7%
grade grade
Level | Government 26 248907 | Government 22 260814 | 509721
II California Roots and
10" grade Reform 10%
grade
Level | Government 18 280882 | Government 20 138898 | 419780
111 Enhanced AP
Total 1193060
For the purposes of the study, we Thus, the finalized list of the metrics
combined texts of the same level and compared and contrasted included the

discourse into 6 groups of readability levels:
Science I — III and Social Science I — III.
Calculations of nouns, verbs, adjectives and
adverbs were made both per sentence or per
1000 words (cf. Table 2).

Method

The algorithm of the analysis included 4
stages.

On Stage 1, with the help of

TextInspector (https://textinspector.com/), we
measured values of the following features in
each group of texts: Flesh-Kincaid, verbal
elements per sentence, noun elements per
sentence, nouns, adjectives, verbs, adverbs,
verbs in present tense, verbs in past tense and
later normalized each part of speech, i.e.
nouns, verbs, adjectives and adverbs, as well
as the sum, i.e. lexical density, to 1000 tokens.

following: Flesh-Kincaid, Verbal elements per
sentence, Noun elements per sentence, Nouns
per 1000 words, Adjectives per 1000 words,
Verbs per 1000 words, Adverbs per 1000
words, Lexical density per 1000 words, Verbs
in present tense per 1000 words, Verbs in past
tense per 1000 words (see Table 2). Following
the universally accepted classification
installed in TextInspector
(https://textinspector.com/) which we use as a
tool to measure text features, we also
distinguish between and measured separately
grammatical verbs or auxiliaries, and lexical
verbs. Phrasal verbs, e.g., account for, were
treated as one lexical item, i.e. account, and
one grammatical item, i.e. ‘for’.

On Stage 2, we pursued an intra-
discourse analysis: compared and contrasted
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the values across grades separately in Science
and in Social Studies subcorpora.

On Stage 3, we contrasted the metrics
across discourses.

On Stage 4, we identified the role of
each part of speech in lexical density values

across grades and discourses.

Research results

On Stage 1, we measured and
normalized to 1000 words those text features
which are expected to be confirmed as
complexity predictors (cf. Table 2).

Table 2. Linguistic features of texts of three grade levels (I — III)
Tadauua 2. JIMHrBUCTUYECKUE TapaMeTphbl TEKCTOB Tpex oOpa3oBarenbHbIX ypoBHel (I — I11)

Level I Level I Level 111
p_
p-value, p-value,
Feature Mean Mea}n Mann- Mean Megn Mann- Mean Mean Sci value,
SocS Sci . SocS Sci . SocS -~ Mann-
i a Whitney _ — Whitney _ (N=101) .
(N=51) \(N=43)| 5 7 [(N=63)|(N=97)| =, |(N=56) Whitne
yU
1. [Flesh-Kincaid [9.79  [8.49 |<.01* |13.35 [8.51 |<.01* | 13.31] 13.04] 0.04*
2. | Verbal
elements/sente | 1.32 099 | <.01*| 1.60 0.81 | <.01*| 1.66 1.32 | <.01%
nce
3. |Noun
elements/sente | 1.92 1.41 | <.01* | 2.56 1.19 | <.01* | 2.69 200 | <.01%*
nce
4 |Nouns  Per| 319 56 131364 | 0.34 |325.31|327.31| 0.29 |331.63| 325.86 | 0.03*
1000 words
5 |Adjectives per| gy 41 | gy g8 | 057 | 90.17 | 89.63 | 030 | 9248 | 102.07 | <.01*
1000 words
o |Verbs  PeT 4579 | 4550 | 0.99 | 3628 | 44.80 | <.01% | 37.86 | 36.77 | 0.43
1000 words
7. |Adverbs  perl 599 13277 | 0.06 | 3933 | 36.77 | 0.01% | 34.60 | 3652 | 0.01%
1000 words
8. |Lexical
density  per| 481.63 | 474.89 | 0.22 |491.09 | 498.52 | 0.05* | 496.57 | 501.22 | 0.12
1000 words
9. |Verbs in
present 1e0S¢) 59 09 | 73.47 | <.01* | 37.84 | 76.96 | <.01* | 38.81 | 62.66 |<.01*
per 1000
words
10. |Verbs in past
tense per 1000| 23.28 | 1335 | <.01* | 31.18 | 13.19 | <.01* | 29.53 | 10.01 | <.0l*
words

* p <.05 — statistically significant differences

The intra-discourse analysis on Stage 2
revealed that readability indices of Social
science textbooks are higher than those of
Science (line 1) which means that they are

more difficult to comprehend as their word
and/or sentence lengths are longer.

Noun and verbal ratios per sentence
(lines 2, 3) which reflect lexical density per
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sentence are also higher across the grades in
texts of Social science books. We can also see
that while indices of nouns and adjectives per
1000 (lines 4, 5) grow slightly across grades,
the number of verbs (line 6) declines in texts
of both discourses. Metrics of adverbs and
lexical density raise marginally in the texts of
Social science and Science (lines 7, 8). The
lexical density dynamics in Science and
Social Studies textbooks slightly differs, and
nominalization index is marginally higher in
Social Studies textbooks (line 8).

Striking distinctions are observed in the
number of verbs in present and past tenses
(lines 9, 10): the share of verbs in the present
tense is much higher than that of the past
which may be viewed as a discourse
dissimilarity. The index of “Verbs in past
tense per 1000 words” is more than two times
higher in the past tense in Social Studies texts
than in Science. The opposite trend is
observed in the parameter "Verbs in present
tense per 1000 words": verbs in the present
tense are approximately 1.5 times less
common in Social Studies texts than in

Science. The obvious reason is disciplines
specifics. Science texts present and describe
animal species, their habitats, as well as the
work of organs and physiological systems of
the body. All the above are areas of
functioning present tense verbs. The past
tense is used less frequently than in the social
sciences and is largely related to fewer topics:
history and development of biology, theory of
animal evolution, and description of extinct
species. In Social studies, ratio of past tense
verbs is higher, because practically every
social problem has its own background,
distant past and in some cases even antiquity.

Stage 3. The research shows, that on
each level, there are statistically significant
differences between the linguistic parameters
of educational texts in two disciplines. 5
features on Level 1 have statistically
significant differences: Flesh-Kincaid, Verbal
elements/sentence, Noun elements/sentence.
On Levels II and III, the number of
differences between academic texts increases
dramatically.

Figure 1. a) Flesh-Kincaid (Social Studies); b) Flesh-Kincaid (Science)
Pucynok 1. a) YurtabensHocts no ®nemry-Kunkeiiny (O0mecrBoznanue); b) UutabenbHOCTh 1O

Onemry-Kunkeitny (EctecTBo3Hanue)

a

T

10 O

L

& < QOutliers
Level | Levelll Level Il * Extremes

Flesch-Kincaid Grade
~

o Median
[ 25%-75%

T Mon-Outlier Range

Flesch-Kincaid Grade

o Median
& [025%-75%
T Non-Outlier Range
5 © Outliers
Levell Level Level lll + Extremes

As we can be seen from Figure 1, text
complexity increases from Level I to Level
III. However, the dynamics of text complexity
rise in two discipline discourses differs. In

social studies texts, there is a sharp increase in
complexity from Level I to Level II. In
Science, the complexity increase is observed
on the final level.
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Figure 2. a) Lexical density per 1000 words (Social Studies); b) Lexical density per 1000 words

(Science)

Pucynok 2. a) Jlekcuueckas miotHocte Ha 1000 cimoB (OOmiecTBo3HaHue); b) Jlekcuueckas

motHocTh Ha 1000 ciioB (EcTecTBO3HaHME)
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Figure 2 demonstrates that readability
growth is accompanied with the lexical
density increase: this is the pattern
characteristic of both, i.e. Social Studies and
Science discourses. However, this increase is
far from being significant. For example,
Lexical density in Science texts increases
from 474.89 (on Level 1) to 501.22 (on Level
3), which is only a 6% increase. In Social
Studies texts, these changes are even less
visible and amount to 3%. Whereas the
parameter ‘Adjectives per 1000 words as a
part of Lexical density, increased by 23% in
Science texts, and by 14% in Social Studies.
In this case, this indicates that with an
increase in the texts grade level, they begin to
use more adjectives, thereby becoming more

descriptive and allowing a more complete
disclosure of a particular concept typically
expressed by a noun.

It can also be assumed that a grade level
increase is accompanied by a change in the
ratio of parts of speech in the text, while the
lexical density increases slightly, since its
components dynamics are divergent.

On Stage 4, we focused on the role of
each part of speech in lexical density values
across grades and discourses. To identify the
relationship between the grade level and the
number of parts of speech in the text, we
employed Spearman's rank correlation
analysis. Table 3 below shows Spearman
Rank Order Correlations of the parameters
and text grade levels investigated.

Table 3. Correlation Coefficients (Spearman Rank Order Correlations) of Linguistic Parameters of

Texts and Level of Texts

Ta6auna 3. Koadpdurmmentsr koppensiimu (Spearman Rank Order Correlations) TMHTBUCTHUECKUX

nmapaMeTpOB TCKCTOB U YPOBHA TCKCTA

Feature Level .

SocS Sci

I 11 111 v
1. Flesch-Kincaid Grade 0,68* 0,79%*
2. Verbal Elements per Sentence 0,56* 0,65*
3. | Noun Elements per Sentence 0,62* 0,66*

HAYYHBIW PE3YJ/ILTAT. BOITPOCHI TEOPETUYECKOH Y IMTPUK/JIAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS




Hayunbtil pesyabmam. Bonpocel meopemuyeckoll u npukaadHoll auneeucmuku. T. 9, Nel. 2023 21
Research result. Theoretical and Applied Linguistics, 9 (1). 2023

Feature Level .

SocS Sci
4. | Total noun count /1000 0,30%* 0,15%
5. Total adjective count/1000 0,40* 0,55*
6. Total lexical verb count/1000 -0,48%* -0,44%*
7. | Total adverb count/1000 -0,05 0,18%*
8. Lexical density/1000 0,24* 0,34*
9. Total verbs in present tense count/1000 -0,57* -0,49*
10. | Total verbs in past tense count/1000 0,28* -0,15%*

The correlations marked * are signify-
cant at p <.05

As it can be seen in Table 3, most of the
text parameters have a statistically significant
correlation with the grade level. Texts on
Social Studies and Science have differences in
correlation coefficients, but the direction and
strength of the correlation are identical in
most cases. The only exception is Total verbs
in past tense /1000, which tends to increase in
Social Studies textbooks together with
increasing grade levels, while in Science
textbooks it is opposite directed. The latter is
related to the discipline specifics.

We also revealed that the grade level
increase is accompanied with increase in
Verbal Elements per Sentence, Noun
Elements per Sentence, Total noun count
/1000, Total adjective count/1000 and Lexical
density/1000. A negative correlation with the
grade level is observed with such features as
Total lexical verb count/1000 and Total verbs
in present tense count/1000.

Thus, we can conclude that Lexical
density as a construct contains components
with opposite movement vectors: Total noun
count and Total adjective count increase,
while Total lexical verb count decreases. As
for the Total adverb count, it changes very
slightly, and its movement vector depends on
the discourse: it rises in Social Studies
textbooks and is stable in Science textbooks.
Such a multidirectional movement of
components in Lexical density structure
apparently explains its marginal increase
across the grades.

Discussion

Our results showed that lexical density
is the lowest in the 7" grade (Level I) and the
highest in the 12" grade (Level III) in both
Science and Social Studies textbooks. The
obtained results are consistent with that of
earlier research: specifically, D. Biber (2021:
68) showed that lexical density in academic
texts is about 500 content words per thousand.

Nouns are the most frequent part of
speech across the levels and the studied
disciplines. High nominal style was also noted
by a number of researchers. Our findings are
consistent with D. Biber et al. (1999: 64) who
report that nouns being the most frequent
word class in academic register have the ratio
of about three to four nouns per lexical verb.

Both Science and Social Studies have
the lowest distribution of nouns in secondary
school level, namely in the 7™ grade textbook.
Nouns show consistent growth up to level I1I
both in Science and Social Studies books.
However, Social Studies textbooks
demonstrate a higher distribution of nouns
than in Science both in Level II and Level III.
Noun frequency growth across the grades
suggests higher nominalization which was
also identified by a number of scholars in
science discourse (Halliday 1993; Halliday,
2004; Eggins, 2004). Being the most common
feature of scientific texts, nominalization is
the expression of meanings in a form of a
noun or noun phrase that might more be
expressed in a verb, adjective, or whole clause
(Martin, 1991, 1997). “Nominalizations allow
us to pack in more lexical content per
sentence” (Eggins, 2004: 96). In much
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scientific writing, almost all the lexical items
in any clause occur inside just one or two
nominal groups (noun phrases) (Halliday and
Martin, 1993: 76). D. Biber et al. (2011: 10)
claim  that  “alternative = grammatical
characteristics (associated with complex noun
phrases rather than embedded clauses) are
much more appropriate measures of
grammatical  complexity in  academic
writing”. For this reason, we suppose that
complexity of textbooks increases with the
growth of nominal phrases across the grades
regardless of discipline.

Adjectives are the second most frequent
content parts of speech both in Science and
Social Studies. Like with that of nouns the
frequency of adjectives grows across the
levels. However, the growth rate of adjectives
is higher in Science than in Social Studies. As
such frequency of adjectives in Level III
Science textbooks is 10.5, while in Social
Studies it is 9.4. The findings are consistent
with those of Fang and Cao (2015: 131)
where the difference between density of
adjectives in natural and social sciences was
similar (9.2 in Natural Sciences and 8.1 in
Social Sciences). The results suggest that
(1) it is common for both science and social
studies textbooks to have densely distributed
adjectives  in  phrasal  structure  of
nominalizations which are likely to function
as parts of terminological word combinations;
(2) Science texts are known to have densely
nominalized adjectives as collective nouns.
E.g. the vertebrae, carnivore, Euglenozoans,
Carbohydrates, trans fats, Steroids, a
membrane  potential, enzyme-substrate
complex, induced fit, facultative anaerobes,
etc. (Urry et al., 2016).

Frequency of lexical verbs is quite low
in both disciplines. In Science its highest
distribution is observed on Level I while the
lowest is in Level III texts. Unlike Science
textbooks, texts in Social studies demonstrate
minor fluctuation of verbs on Level II. The
increase in the number of nouns and the
decrease in distribution of lexical verbs may
suggest the tendency to de-verbalization or
higher nominalization as mentioned in

D. Biber et al. (2013; 2021b). However, the
metrics of verbs per sentence have a strong
correlation with Flesh Kincaid grade level
(0.98 in Level I Science textbooks and 1.3 in
Level I textbooks). This suggest that
(1) textbooks syntax complicates as a
sentence acquires more clauses and that
(2) Level III textbooks tend to use verbal
forms rather than lexical verbs, which is in
line with D. Biber et al. (2013; 2021b).
Adverbs are the least frequent content part of
speech both in Science and Social Studies. 7
grade textbooks in Science have the lowest
distribution of adverbs across the studied
disciplines and levels. The distribution of
adverbs is stable and is 3.9 in textbooks in
Science both in Level II and Level I11.

Conclusion

Text complexity defined as a complex
phenomenon affected by numerous text
features still attracts a lot of research aimed at
identifying the best ways to assess it and align
texts and readers. One of the areas of text
complexity studies application are text
leveling systems developed to mitigate
challenges of complex cognitive and
linguistic content. Modern text leveling
systems are viewed as instruments of prime
importance for all types of readers including
mainstream and especially readers with
speech impairments.

The current study showed a high
lexical density of both science and social
studies textbooks. Lexical density increases
on the account of the growth of nouns and
adjectives which is a peculiar feature of
academic register. Nominalization, as the
process of converting verbs and adjectives
into nouns observed in academic texts, creates
additional difficulties for understanding
because phrases that have undergone the
nominalization process lose some of their
original semantics. The latter leads to higher
ambiguity, difficulty in decoding the text
message and mental reconstructing its
structure. In addition to highlighting how
various text features affect text complexity,
our findings specifically support the idea of
science and social studies discourses
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differences exemplified mostly by ratios of
lexical verbs and specifically by verbs in the
present and past tenses.

The range of lexical density metrics in
school Science and Social Studies textbooks
across Grades 7-12 varies between 482 — 496
in Social Studies and 474 — 501 in Science
discourse. While the number of nouns and
adjectives increase over grades, the number of
lexical verbs decrease in both discourses. The
share of lexical verbs in the present tense is
much higher than that of the past which may
be viewed as a discourse dissimilarity. The
research confirmed the hypothesis that lexical
density dynamics in school Science and
Social Studies textbooks slightly differ, and
based on the metrics of nouns, adjectives and
lexical verbs per 1000 words we may argue
that degree of nominalization is higher in
Social Studies textbooks.
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